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A homogeneous bivariate decomposition of a univariate polynomial f is of the form
f � g�h� k� with polynomials g� h� k� where g is bivariate and homogeneous� Such
decompositions are of interest in robotics applications� This paper gives a Structure
Theorem relating these decompositions to certain block decompositions of the roots
of f � decomposition algorithms� and a classi�cation of all constellations of degrees
for which �almost all	 polynomials f have such a decomposition�

�� Introduction

Let F be a �eld� f � F�x� have degree n� and r� s� t � N� An �r� s� t��decomposition of

f is a triple �g� h� k� consisting of polynomials h� k � F�x� of degrees s� t� respectively�
and g 	

P
��i�r giy

izr�i � F�y� z� such that

f 	 g�h� k� 	
X

��i�r

gih
ikr�i�

A general form of polynomial decomposition is

fi 	 gi�h�� � � � � hm�� �
�
�
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with fi� h�� � � � � hm � F�x�� � � � � xl� and gi � F�y� � � � � � ym� for 
 � i � u� an m�variate
decomposition of several l�variate polynomials� Our decompositions are the special
case of homogeneous bivariate decompositions of univariate polynomials� where u 	
l 	 
� m 	 � and g is homogeneous�

Our main results are�

� a Structure Theorem characterizing decompositions in terms of certain block
decompositions of the roots�

� a decomposition algorithm�

� a complete classi�cation of those degrees where �almost� all f have a decom�
position�

The paper is organized as follows� In Section � we describe the applications
in robotics which provided the original motivation for this work� Section � de�nes
an operation on decompositions that leads to the notion of a normal decomposi�
tion� each homogeneous bivariate decomposition is equivalent to a normal one� In
Section �� we give some rather simple examples of decompositions derived from fac�
torizations� later we show that this is the best one can do in general� We also exhibit
polynomials with exponentially many inequivalent decompositions�

Section � presents a case study for degree four� all homogeneous bivariate decom�
positions of quartic polynomials are found� In Section �� we de�ne block decomposi�
tions of the roots of f � generalizing a notion introduced by Kozen � Landau �
�����
A Structure Theorem characterizes those block decompositions which correspond
to homogeneous bivariate decompositions� An appropriate extension in Section � of
Capelli�s Theorem to our homogeneous bivariate decompositions is used in Section �
to show that certain decompositions of f lead to factorizations of f � this is sort of
a converse to the examples of Section ��

From the Structure Theorem� we obtain in Section � a �decomposition algo�
rithm� to �nd all homogeneous bivariate decompositions� It examines each block
decomposition of the roots� and has exponential running time� Example ��� shows
that any procedure based on exhaustive search will su�er from this problem� If the
polynomial is irreducible of degree n� then there are only O�nlog n� block decompo�
sitions� and the algorithm is correspondingly faster� In Section 
�� we report on
implementations of our algorithms� they are considerably slower than algorithms for
ordinary decompositions of polynomials or rational functions�

In Section �� we have exhibited normal �� s� t��decompositions for arbitrary poly�
nomials f � and in Section �� we have studied these in detail for degree four� In
Section 

� a Classi�cation Theorem states that the examples given cover all possi�
bilities for generic �r� s� t��decompositions� in particular� we always have r 	 �

Section 
 relates our decompositions to a special type of decomposition of a
polynomial with rational functions�

Ordinary decompositions of the form f 	 g�h�� with g� h � F�x�� have several
pleasant properties described by Ritt�s theorems� �essential� uniqueness� and ratio�
nality� when a decomposition exists over an extension �eld� then one exists already





over the ground �eld� Both properties go awry for our homogeneous decomposi�
tions� in Section �� we exhibit polynomials with exponentially many inequivalent
decompositions� and Section � shows that �eld extensions may be necessary�

For possible applications of homogeneous bivariate decompositions� this paper
has a mixed message� On the one hand� we present some interesting decompositions�
in particular in Section �� On the other hand� we show that as a general tool�
homogeneous bivariate decompositions are not available except via factorizations� as
in Section �� as a tool for speci�c polynomials� they seem to lead to very complicated
equations�

�� Applications to robotics

In this section� we demonstrate the usefulness of bivariate homogeneous decompo�
sitions in robotics� Paul �
��
� explains the fundamental notions of robotics� and
much of this section is based on Kov�acs � Hommel �
���� In fact� a question posed
by Peter Kov�acs to the �rst author was a starting point for this investigation�

A non�degenerate manipulator with six joints�typical in industrial robots�is
described by six �� � arm matrices Ai for 
 � i � �� and its kinematic equations

A� �A� � � �A� 	 T�

T is the e�ector matrix� containing position and orientation of the e�ector� 
 of
these 
� equations are nontrivial� Each arm matrix Ai is fully determined by a tuple
��i� di� ai� �i� of Denavit�Hartenberg parameters� For manipulators with only revo�
lute joints the angles �i describe the joint displacements� The remaining Denavit�
Hartenberg parameters are structural constants of the manipulator� The kinematics
equations exhibit the functional dependence of the e�ector matrix on the angles �i
explicitly� The inverse kinematics� that is the dependence of the angles �i on the
e�ector matrix� is only implicitly given� In general� the equations are rather di�cult
to solve�

A computational solution of the inverse kinematics problem may proceed in two
phases� a pre�processing phase� done in the design laboratory on large computers
and using considerable resources �time etc��� and a production phase� where a small
amount of computation must be carried out quickly �in a few microseconds� on the
processors installed in the robot�

Ideally� one would like to precompute a closed�form �or� at least an easy�to�
evaluate� solution for general �indeterminate� e�ector parameters� which then simple
processors in the robot have to evaluate� Often these processors cannot do more�
given the real�time constraint� than evaluate numerically a few square roots and

�



some arithmetic operations� even solving an polynomial equation of degree four
may be too costly�

A complementary approach proposed by Manocha �
��� and Ghazvini �
����

uses high performance RISC processors for the production phase� The kinematic
equations are preprocessed to yield an eigenvalue problem� During the production
phase the symbolic matrix elements are numerically evaluated and the eigenval�
ues and eigenvectors of the resulting matrix are calculated by standard numerical
algorithms�

If we restrict ourselves to simple processors in the robots� the cost of solving
the kinematic equations is a limiting factor in the design of robots� Finding new
classes of equations that can be solved within the robotics constraints means�at
least potentially�that new types of robots can be designed�

Typically� the kinematic equations are triangulated into the form

f��x�� 	 f��x�� x�� 	 � � � 	 fn�x�� � � � � xn� 	 ��

where f�� � � � � fn are polynomials with coe�cients which depend on the e�ector
matrix� The parameters xi are related in a simple way to the original Denavit�
Hartenberg parameters �i� for example� x� 	 tan������ etc�

In general� for manipulators with � revolute joints such a transformation is non�
trivial to �nd and would lead to a univariate polynomial f� of degree 
�� with each
other fi being linear in xi �Lee � Liang 
����� So only robot designs are considered
for which such a transformation is known� In these cases f� is typically of degree
 or �� and for i � � fi gives a simple �linear or quadratic� dependence of xi on
the previous parameters x�� � � � � xi��� Obviously the existence of such a triangu�
lation with polynomial degrees � � places restrictive algebraic constraints on the
Denavit�Hartenberg parameters�

Then the �remaining� task is to �nd manipulators with triangulations containing
univariate polynomials f� such that their roots are easy to calculate� preferably just
by square root extractions� One is particularly interested in the case of quartic
polynomials� and then an ordinary decomposition

f 	 g�h�� ��
�

with g� h quadratic� solves the problem� One only has to �nd the two roots ��� ��

of g� and then the two roots of h� �i� for each i � f
� g�
We already noted that the coe�cients of the polynomials depend on the e�ector

matrix� A successful �modular� approach is to substitute random constants for all
these parameters� solve the univariate problem� and �lift� this back to the multi�
variate problem� This tool for decompositions was introduced in von zur Gathen
�
���a�� Section �� and has found its way into robotics under the name of �special�
ized analysis technique� �see Kov�acs � Hommel 
����

Over the real or complex numbers only few polynomials f have an ordinary
decomposition ��
�� More generally� when F is a �eld of characteristic not equal to
two� then the set �in fact� algebraic variety� of decomposable quartic polynomials
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has dimension only three� but the space of all monic polynomials has dimension four�
Thus a random polynomial has a decomposition with negligible small probability�
and this approach is� in general� not applicable�

However� in Section � we prove that the quartic monic polynomials f � F�x�
have� with few exceptions� a bivariate homogeneous decomposition

f 	 g�h� k�� ���

with g and h quadratic and k linear� In the exceptional cases� such a decomposition
also exists� but with smaller degrees� The coe�cients of the components lie in a �eld
extension K of F of degree at most three� and if F 	 R� then usually K 	 R� Just as
��
�� this allows us to �nd the four roots of f by factoring g as g 	 �x���y��x���y��
and then �nding the two roots of h��ik� for each i � f
� g� Thus this is a universally
applicable tool for decomposing quartic polynomials�

For the inverse kinematics� this result allows us to replace the calculation of the
roots for one fourth degree polynomial by the calculation of the roots for one poly�
nomial of degree � and two polynomials of degree � The new polynomials depend
on the e�ector matrix� Therefore they have to be treated during the production
phase� So the problem is simpli�ed but not reduced to square root extractions only�

This leads us to consider homogeneous bivariate decompositions f 	 g�h� k�
where all components are de�ned over the ground �eld F� This is the more traditional
Computer Algebra point of view� Using the �modular� approach discussed above
a decomposition over the rationals may potentially be �lifted� back to the original
problem which depends on the e�ector parameters� This �lift� will not introduce
algebraic functions in these parameters� Though not a universal tool� it generalizes
the ordinary decomposition and makes additional classes of manipulators accessible
to algorithms relying on square root extractions only� Indeed� some subclasses have
already been discussed in the robotics literature� for example in Smith � Lipkin
�
���� and reciprocal polynomials in Mavroidis � Roth �
����

Instead of constructing a triangulation with ordinary polynomials it may be
convenient to use trigonometric polynomials f�cos �� sin ��� In this context the de�
composition of trigonometric polynomials becomes relevant�

f�cos �� sin �� � g�h�cos �� sin ��� �mod �cos� � � sin� � � 
��

Though this decomposition may be reduced to the homogeneous bivariate decom�
position by introducing x 	 tan����� there exists a direct� polynomial time decom�
position algorithm �Wei 
���� based on the ideas of Kozen � Landau �
���� for
the decomposition of univariate polynomials�
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�� Normalization

We want to classify all homogeneous decompositions of a polynomial which are
equivalent in a certain natural sense described below� Let F denote an arbitrary
�eld� First we de�ne the topic of this paper�

Definition ���� A homogeneous bivariate decomposition of a univariate polyno�
mial f � F�x� consists of a a homogeneous bivariate polynomial g � F�y� z� and two
univariate polynomials h� k � F�x�� such that

f 	 g�h� k�� ���
�

If deg g 	 r� deg h 	 s� and deg k 	 t� then we call �g� h� k� an �r� s� t��decomposition
of f �

Next we examine the conditions under which the left factor g is uniquely de�
termined by the right factors h and k� We use the following observation� which is
probably well known�

Lemma ���� Let h� k � F�x� be linearly independent over F� Then for every r � N�
the r�
 polynomials hr� hr��k� � � � � kr are linearly independent over F� In particular�
given f � F�x� there is at most one g � F�y� z� with f 	 g�h� k��

Proof� Let g�� � � � � gr � F withX
��i�r

gih
ikr�i 	 ��

Let q� h�� k� � F�x� such that q 	 gcd�h� k�� h 	 qh�� and k 	 qk�� Then gcd�h�� k�� 	 

and X

��i�r

gih
�ik�r�i 	 �� ����

By the linear independence� we may assume that deg h� � �� Let p � F�x� be an
irreducible factor of h�� Then p divides all summands of ���� except g�k

�r� which
implies g� 	 �� The claim now follows inductively fromX

��i�r��

gi��h
ikr���i � h 	 �� �

Certain trivial decompositions always exist� as the following corollaries to Lemma
�� indicate�

�



Corollary ���� Let f � F�x� have degree n� let h�� k� � F be distinct� h 	 x� h��
and either k 	 
 or k 	 x � k�� Then there exist unique g�� � � � � gn � F with
f 	

P
��i�n gih

ikn�i�

Proof� The polynomials h and k are linearly independent over F� The n � 

polynomials hn� hn��k� � � � � kn form a basis of the �n � 
��dimensional vector space
over F of polynomials in F�x� with degree at most n by Theorem ��� �

Corollary ���� For any n� s� t � N� every polynomial in F�x� of degree n has

�i� an �n� 
� 
��decomposition and an �n� 
� ���decomposition� and

�ii� an �
� s� t��decomposition if s � n�

The next two results allow us to relate di�erent decompositions of a polynomial f �

Lemma ���� Let �g� h� k� be an �r� s� t��decomposition of f � F�x�� u � F nonzero�
and A � GL��F��

�i� The polynomial uf has the �r� s� t��decomposition �ug� h� k��

�ii� �g�A��� A�h� k�� is a �r� s�� t���decomposition of f � withmaxfs�� t�g 	 maxfs� tg�
Proof� �ii� Let A 	 �Aij���i�j�� � GL��F�� and B 	 A�� 	 �Bij���i�j�� � GL��F��
Then

�g � B��A�h� k�� 	 g�B��x�B��y�B��x�B��y��A��h�A��k�A��h�A��k�

	 g�h� k� 	 f�

Denoting this operation of GL��F� on the homogeneous bivariate decompositions by
A�g� h� k� 	 �g �A��� A�h� k��� one checks that for any A�B � GL��F��

�B �A��g� h� k� 	 B�A�g� h� k��� �

We use this operation of GL��F� to normalize homogeneous bivariate decompo�
sitions� By �i� we may restrict our considerations to monic polynomials f � From
each orbit of the operation of GL��F� on the set of decompositions of f we choose
a unique representative in the following way� Firstly� we enforce deg h � deg k by
interchanging them if deg h � deg k� and if deg h 	 deg k� by subtracting an appro�
priate multiple of h from k� Secondly� we make h and k monic� Thirdly� if k 		 �
and t 	 deg k� we can enforce that the coe�cient ht of x

t in h is zero� by subtracting
an appropriate multiple of k from h� All this can be expressed by applying certain
matrices from GL��F� to the decompositions�

As a consequence of Theorem ��� below� which links homogeneous bivariate
decompositions with certain block decompositions� for most monic polynomials the
operation of GL��F� on the set of decompositions divides this set into only a �nite
number of orbits� The only exceptions are polynomials f which are the rth power
of a univariate polynomial q� Let us have a closer look at this degenerate case�

�



Lemma ���� Suppose that f has an �r� s� t��decomposition f 	 g�h� k� with g 	
g��g�y� g�z�

r � F�y� z� and g�� g�� g� � F� Then f 	 g�q
r with q 	 g�h� g�k � F�x��

Thus we de�ne equivalence classes on the set of decompositions of a polynomial
not only by the operation of GL��F�� but by Lemma ��� also� Furthermore� we rule
out the trivial decompositions of Corollaries ��� and ����

Definition ��	� A homogeneous �r� s� t��decomposition �g� h� k� of f is normal if
and only if r� s � � f and h are monic� and either k is monic with s 	 deg h �
t 	 deg k and the coe�cient ht of x

t in h is �� or k 	 �� In the case that g is the
scalar multiple of the rth power of a linear homogeneous polynomial� g must be
g�y� z� 	 gry

r and k 	 �� We call all decompositions equivalent� which reduce �as
above� to the same normal form�

�� Decompositions from factorizations

We exhibit two types of decompositions that correspond to factorizations in an
easy way and yield examples of exponentially many inequivalent decompositions�
They are polynomial analogues� tuned to our point of view� of the correspondence
between factorizations of integers and representations by x��y� in elementary num�
ber theory�

Example ���� So suppose that f � F�x� is monic of degree n and the product of
the monic polynomials f� and f� with s 	 deg f� � deg f� 	 n� s�

�i� If s 		 n�� that is deg f� � deg f�� then f 	 f�f� is an �� s� n�s��decomposition
with g� 	 g� 	 ��

�ii� If s 	 n�� let h 	 f�� !k 	 f� � f� and g� the leading coe�cient of !k� Setting
k 	 g���

!k and g� 	 
� we have

f 	 g�h
� � g�hk�

This is an �� n�� t��decomposition with t � n� � 
� and �in general	 t 	
n� � 
�

In both cases the conversion to the equivalent normal form preserves the type of the
decomposition�

�



We now demonstrate that all �� s� t��decompositions� not only those coming from
factorizations� can be brought into the form

f 	 g�h
� � g�k

��

Lemma ���� If char F 		  and f � F�x� has a �� s� t��decomposition with t � s�
then it has a �� s� t���decomposition with g� 	 � and t� � s�

Proof� Given f 	 g�h
� � g�hk � g�k

�� we �rst assume that g� 		 �� and set

!h 	 h�
g�k

g�
� F�x�� !g� 	 �g� �

g��
�g�

�

Then
f 	 g�!h

� � !g�k
��

If g� 	 �� then f 	 k � �g�h� g�k�� Set !h 	 g�h� �g� �
�k and !k 	 g�h� �g� � 
�k�
Then

f 	



�
!h� � 


�
!k��

If s 	 t 	 n� we may have to swap !h and !k to satisfy t� � s� �

We now give an example of polynomials with exponentially many di�erent normal
decompositions� using Example ��
�ii��

Theorem ���� For every even n � N with n � � there exists a 
eld F and f � F�x�
of degree n with � n

n��� many di�erent normal �� n�� n� � 
��decompositions�

Proof� Let K be a �eld� A 	 f��� � � � � �ng a set of n indeterminates over K�
F 	 K�A�� and

f 	
Y
��A

�x� ���

For any B 
 A with "B 	 n�� Example ��
�ii� and Theorem ��� yield the following
normal �� n�� n� � 
��decomposition�

f 	 h� � g�hk � g�k
��

where

B� 	 A n B�
v 	 	��B�� 	��B

�� � F�
u 	 	��B� � F�
g� 	 v � u � F�
g� 	 �uv � u� � F�
k 	 v�� �

� Y
��B�

�x� �� � Y
��B

�x� ��

�
� F�x��

h 	
Y
��B

�x� �� � uk � F�x��

�



Here 	��B� 	
P

��B � is the �rst elementary symmetric function on B� and 	��B
��

is de�ned correspondingly� In particular� 	��B� 		 	��B
��� The coe�cient c�B� of

xn���� in h is

c�B� 	

�
	��B�	��B

��� 	��B
��	��B�

�
v���

where 	� denotes the second elementary symmetric function�
For every C 
 A with "C 	 n� and C 	� fB�A n Bg� we claim that

c�B�� c�C� 		 �� ���
�

This claim implies a total of at least �
��

n
n��� di�erent decompositions� and thus is a

generalization of Example ��
�ii� which gives �in general� three decompositions for
n 	 ��

To check ���
�� we choose

� � B �C �� 
 � B � C� � � B� � C�

and set all other indeterminates in A to zero� Then

c�B�� c�C� 	 �
���
 � � � ��

is nonzero� which proves ���
�� �

Theorem ��� also holds for F 	 Q or F a su�ciently large �nite �eld� since we
only need the product p of all polynomials in ���
� for C 		 B�A nB to be nonzero
�after clearing all the denominators v�� Since p is a nonzero polynomial of degree
d 	 � � �� � � n

n���
�� this will hold with probability at least 
� when the elements of A

are randomly chosen from a set with d elements�

�� Decompositions for degree �

In this section� we show that �almost all� polynomials of degree � have a normal
�� � 
��decomposition� possibly over a �eld extension of degree at most �� and that
the polynomials without such a decomposition have a normal �� � ���decomposition�
In general the results of the last section would direct us only to such decomposition
over extensions of degree ��

Let F be a �eld� f 	 f� � f�x� f�x
� � f�x

� � x� � F�x�� We want to determine
for which g�� g�� h�� k� � F we have

f 	 h� � g�hk � g�k
�� with h 	 h� � x� and k 	 k� � x� ���
�


�



Let

#� 	 �f�f� � f�� � �f� � F�
# 	 �f�f

�
� � f�� � � ���f�f� � �f�f� � f�f

�
� �z

� �f�f� � 
�f� � f�f
�
� � �f�� �z

� �#�z
� � F�z��

� 	 ��f� � 
�f�f
�
� � �f�� � F�

and
#�k�� 	 �� g� 	 f�� g� 	 f� � h� � f�k��
h� 	 �f�k� � f�k

�
� � f�����f� � �k���

����

#� 	 �� g�� g� are as in ����� � is a square in F�
and h� 	 �f�� �p�� �����

g�� g� are as in ����� f� 	 �� f� � h�� � f�k
�
� 	 �� �����

Theorem ����

�i� If �k� 		 f�� then ���� is equivalent to ������

�ii� If �k� 	 f� and char F 		 � then ���� is equivalent to ������

�iii� If f� 	 � and char F 	 � then ���� is equivalent to ������

The proof is a calculation which is easily done on a computer algebra system like
Maple�

Corollary ����

�i� ���� has a solution if and only if there is a root k� of # in F with �k� 		 f� or
� is a square in F�

�ii� Let F 	 R� Then ���� has a solution if and only if #� 		 � or � � ��

If char F 		 � then # has the following Taylor expansion around f����

# 	 �#�
���� � ��f�� �
� � f���#

�
��z � f����

� ��f��f� � �f�f� � 
�f� � �f�� ��� �f�� ��z � f����
�

�#��z � f����
��

In particular� #�f���� 	 � is equivalent to #� 	 ��
Over the real numbers� there are �in general� either one or three solutions�
Not unexpectedly� the exceptional polynomials with #� 	 �� for which over

R Theorem ��
 does not always give an �� � 
��decomposition� have an �� � ���
decomposition� i�e�� an ordinary decomposition with degrees � � Let f � F�x� be as
above� g�� g�� h� � F� and consider the three conditions

f 	 h� � g�hk � g�k
�� h 	 x� � h�x� k 	 
� �����







g� 	 f�� g� 	 f� � h��� f� � h� 	 �� #� 	 �� �����

g� and g� are as in ������ f� 	 �� h�� � f�h� � f� 	 �� �����

Theorem ����

�i� If char F 		 � then ����� holds if and only if ����� holds�

�ii� If char F 	 � then ����� holds if and only if ����� holds�

The proof is again a simple calculation�
For an arbitrary monic f � F�x� of degree �� we can �nd a quadratic monic factor

g � K�x� of f in the splitting �eld K of F with �K � F� � �� Example ��
�ii� says
that f has a �� � 
��decomposition over K� If the Galois group G 	 Gal�K�F� is S��
then one can choose two di�erent roots �� 
 � K of f � and f has a quadratic factor
over L 	 F���
� �
�� Since 	 � G leaves L invariant if and only if either 	��� 	 ��
	�
� 	 
 or 	��� 	 
� 	�
� 	 �� we have "Gal�K�L� 	 � and �L � F� 	 ��

One checks that also for G 		 S�� there will be a quadratic factor of f in an
extension of degree at most �� and for some polynomials� say over Q� � is the
smallest such degree� Thus Example ��
�ii� guarantees a �� � 
��decomposition
over an extension of degree �� In contrast� Theorems ��
 and ��� provide a �� � 
��
decomposition over an extension of degree at most �� In particular� it shows that
Ritt�s Theorem on the rationality of ordinary decompositions does not hold for
homogeneous bivariate decompositions�

Although Theorem 

�� below classi�es all possible values of n� r� s� t with generic
homogeneous bivariate decompositions� the above example shows that we have not
classi�ed all such �individual� decompositions�






�� A Structure Theorem

Kozen � Landau �
���� exhibit a bijection between ordinary decompositions
f 	 g�h� of a polynomial f � F�x�� with g� h � F�x� and a special type of block
decompositions of the roots of f � We will examine the structure of block decompo�
sitions for polynomials with homogeneous decompositions� We will �nd that there
is a similar bijection between inequivalent homogeneous bivariate decompositions
of a polynomial and its block decompositions of a special type� This shows that
there are only �nitely many inequivalent such decompositions� and we will obtain
an algorithm for the homogeneous bivariate decomposition of a polynomial� The
running time is exponential in general� and quasi�polynomial if the polynomial is
irreducible�

We denote by A 	 ffa�� � � � � angg the multiset with elements a�� � � � � an� We use
the usual set�theoretic notations also for multisets� the only di�erence is that an
element may occur several times in a multiset� �Formally� the set of multisets with
n elements from a set F is the set F n of sequences modulo the action of the symmetric
group Sn��

The following de�nition of a block decomposition is a slightly generalized version
of the one given by Kozen and Landau�

Definition ���� Let f � F�x� be monic� K � F the splitting 
eld of f � and G the
Galois group of K over F� A block decomposition for f is a multiset # of multisets
of elements of K� such that

�i� f 	
Q

A��

Q
��A�x� ���

�ii� if A � # and 	 � G� then B 	 ff	���j� � Agg is in #�

If r 	 "# and for all A � #� s 	 "A� then we call # an r� s�block decomposition�

We dismiss Kozen and Landau�s condition that for any � � A � #� 
 � B � # and
	 � G with 	��� 	 
� we have

B 	 ff	���j� � Agg� ���
�

The following example clari�es this� Let

f 	 �x� 
���x� � � Q�x�� ����

Then # 	 ffff
� 
gg� ff
� gggg is a block decomposition for f by our de�nition� The
identity in G maps 
 � ff
� 
gg to 
 � ff
� gg� but does not map the block ff
� 
gg


�



to ff
� gg� So # is not a block decomposition in the sense of Kozen and Landau�
In fact f has no nontrivial ordinary decomposition� but we will exhibit a �� � 
��
decomposition below�

Let �g� h� k� be a normal �r� s� t��decomposition of the monic polynomial f �
F�x�� Let � 	 deg g�y� 
� and $g�y� z� 	 z�g�y�z� 
�� Thus g�y� z� 	 zrg�y�z� 
� 	
zr��$g�y� z� has a factor zr�� and

f 	 kr��$g�h� k��

Let ��� � � � � �� be the roots of g�y� 
� in a suitably chosen �eld extension of F� Then
$g�y� z� 	

Q
��i���y � �iz�� and

f 	 kr��
Y

��i��

�h� �ik��

Let

Ai 	

� ffroots of h� �ikgg for 
 � i � ��
ffroots of kgg for � � i � r�

# 	 ffA�� � � � � Argg�
We show that this partition # of the roots of f is actually a block decomposition
for f � Let G be the Galois group of the splitting �eld K of f over F� 	 � G� and
Ai � #� We will show that 	�Ai� � #�

If � � i � r� then 	�Ai� 	 	�ffroots of kgg� 	 ffroots of 	�k�gg 	 ffroots of kgg 	
Ai � #� If 
 � i � � and �i � F� then again 	�Ai� 	 Ai�

So now assume that 
 � i � � and �i � K n F� Since Ai 	 ffroots of h � �ikgg
and 	�Ai� 	 ffroots of h � 	��i�kgg� it is su�cient to �nd a j with 
 � j � � such
that 	��i� 	 �j � since then 	�Ai� 	 Aj � #�

Let q 	 gcd�h� k� � F�x� and h 	 qh� and k 	 qk�� so that h�� k� � F�x� are
relatively prime� and

h� �ik 	 q�h� � �ik
���

Ai 	 ffroots of qgg  ffroots of h� � �ik
�gg�

	�Ai� 	 ffroots of qgg  ffroots of h� � 	��i�k
�gg�

Let � be a root of h� � �ik
�� Then � is a root of

Q
��k���h

� � �kk
�� � F�x�� Thus


 	 	��� is a root of the same polynomial� and there is a j with 
 � j � � such
that 
 is a root of h� � �jk

�� In particular� 
 � Aj� and

�jk
��
� 	 h��
� 	 	�h�����

	 	��ik
����� 	 	��i�k

��
��

So �j 	 	��i�� provided that k��
� 		 �� But k��
� 	 � implies h��
� 	 �� which is
inconsistent with h� and k� being relatively prime�

In this way� we have obtained a block decomposition # from an �r� s� t��decompo�
sition of f � This decomposition # consists of r blocks Ai and satis�es the following
additional properties�


�



Condition ���� Let � 	 �deg f � rt���s� t�� There are monic polynomials h� k �
F�x� with s 	 deg h � t 	 deg k and ht 	 �� and ��� � � � � �� � K such that

�i� for the r � � equal blocks A���� � � � � Ar

� "Ai 	 t�

� k 	
Q

��Ai
�x� ���

�ii� for the � blocks A�� � � � � A�

� "Ai 	 s�

� h� �ik 	
Q

��Ai
�x� ���

If deg f 	 rs� then � 	 r and all blocks contain s roots�

Given # 	 ffA�� � � � � Argg� this condition may be checked constructively as follows�
Suppose that "Ai 	 s for 
 � i � � and "Ai 	 t for � � i � r� Then if r 		 �� the
blocks A���� � � � � Ar must be equal and de�ne k� For 
 � i � j � �� write

Y
��Ai

�x� ��� Y
��Aj

�x� 
� 	 ijk�

with k � F�x� monic �and independent of i� j� and ij � K� If no such k and ij
exist� # does not satisfy Condition ��� If all di�erences are �� that is� all blocks are
equal� set k 	 �� Because both products are monic� t 	 deg k � s� Then h and the
�i are determined by the Condition�

Next we will derive from a block decomposition of f satisfying Condition ��
a homogeneous decomposition of f � In the example ����� we gave a block de�
composition for f whose corresponding polynomials are b� 	 �x � 
��x � 
� and
b� 	 �x � 
��x � �� Then b� � b� 	 x � 
 de�nes k� and h 	 x� � 
� The block
polynomials are expressed as b� 	 h�k and b� 	 h��k� Condition �� is satis�ed�
And with g�y� z� 	 �y � z��y � �z� we get the decomposition

f 	 g�h� k� 	 �x� � 
�� � ��x� � 
��x� 
� � ��x� 
���

Now let # be a block decomposition for f � F�x� satisfying Condition ��� so
that f 	

Q
A��

Q
��A�x� ��� Since

Y
��Ai

�x� �� 	

�
h� �ik for 
 � i � ��
k for � � i � r�

we have f 	 kr��
Q

��i���h��ik�� Let g�y� z� 	 zr��
Q

��i���y��iz� � F�y� z�� Then
f 	 g�h� k� is a normal decomposition� The coe�cients of g are in F� because by
Theorem �� they are solutions to linear equations in F�

From these two constructions we obtain the following Structure Theorem�


�



Theorem ���� Let f � F�x� be a monic polynomial� The above gives a bijection
between the inequivalent homogeneous decompositions of f and the block decom�
positions for f satisfying Condition ����

The Structure Theorem for ordinary decompositions of polynomials in Kozen �
Landau �
���� is an immediate consequence of this theorem by requiring the �right
factor� k to be the constant 
� so that t 	 �� In particular� De�nition ��
 and
Condition �� with t 	 � imply ���
��

�� A generalization of Capelli	s Theorem

Homogeneous decompositions of irreducible polynomials and homogeneous de�
compositions of reducible polynomials with irreducible �left factors� g have addi�
tional structure�

Let f � F�x� be monic� irreducible� and separable� The Galois group G of f
acts transitively on the roots of f � All roots have multiplicity one� Let # be
a block decomposition for f � and suppose that there is one block A � # with
b 	

Q
��A�x��� 	 h��k� h� k � F�x�� deg k 	 t and ht 	 �� Then b 	� F�x�� because

it is a proper factor of f and f is irreducible over F� Hence � 	� F� and h and k are
uniquely determined�

Let B � #� 
 � B� and � � A� There exists 	 � G with 	�
� 	 �� Since the
roots have multiplicity one� we �nd 	�B� 	 A� and G acts transitively on the blocks�
Now

Y
a�A

�x� a� 	
Y
b�B

�x� 	�a��

	 	�h�x�� �k�x�� 	 h�x�� 	���k�x��

We conclude that if
Q

��A�x � �� 	 h � �k for any block A� then this is true for
every block B with appropriate �� the ��s being conjugates under G�

Lemma 	��� Let f � F�x� be monic� irreducible� and separable with deg f 	 n� Let
# be a block decomposition for f such that there are A � # and h� k � F�x� with
s 	 deg h � t 	 deg k and Y

��A

�x� �� 	 h� �k�

Then f has an �n�s� s� t��decomposition�

Let f be monic and irreducible� and � a root of f � There is a bijection between
the intermediate �elds between F and F��� and the block decompositions for f
�Wieland 
���� van der Waerden 
����� So an �r� s� t��decomposition f 	 g�h� k�


�



corresponds to an intermediate �eld K with F � K � F���� K is generated by a root
� of g�y� 
�� that is K 	 F��� and �K � F� 	 r� Furthermore � is a root of h� �k� so
that �F��� � K� 	 s� The coe�cients of the minimal polynomial h� �k of � over K
lie in the F�vector space of dimension  generated by f
� �g� As can easily be seen�
this condition is not only necessary but also su�cient�

Part of these results for irreducible f may be extended to the reducible case� Let
f have a homogeneous decomposition f 	 g�h� k� with irreducible left factor g� Let
� be a root of g�y� 
�� and � a root of f � The �eld K 	 F��� is an intermediate
�eld between F and all the �elds F���� Because f is reducible� the �elds F��� are
not necessarily isomorphic� To get some information about the factors of f � we will
extend Capelli�s theorem �Schinzel 
��� p� ��� to homogeneous decompositions�

Following Schinzel� for f � F�x�
f 	can

F const
Y

��i�l

f eii

means that f�� � � � � fl � F�x� are irreducible over F and pairwise relatively prime�
and that e�� � � � � el � N are positive� As usual� NK�F denotes the norm of K over F�
Capelli�s Theorem is the special case k 	 
 of the following result�

Theorem 	��� Let g � F�y� z� be homogeneous and irreducible over F� g�y� 
� sep�
arable� � a root of g�y� 
� � F�y� in an extension 
eld of F� and h� k � F�x� relatively
prime� If

h� �k 	can
F	�
 const

lY
i��

%ni

i �

then

g�h� k� 	can
F const

lY
i��

NF	�
�F%
ni

i �

Proof� We extend Schinzel�s proof to the homogeneous case� Denote by �	�
 be
the distinct conjugates of � over F� Thus for � 		 �� gcd�x� �	�
� x� �		
� 	 
 and
by Schinzel �
���� p� 
�� h��	�
k is relative prime to h��		
k� Hence any factor of
h� �	�
k is relative prime to any factor of h� �		
k� provided � 		 �� In particular�
the conjugate %	�


i of %i under Gal�K�F� which is a factor of h � �	�
k is relatively

prime to %		

j � where K 	 F����

Let pi � F�x� be irreducible over F and such that %i j pi in K�x�� The conjugates

%
	�

i of %i under Gal�K�F� divide pi� But� as shown� %i is relative prime to %

	�

i � So

NK�F%i 	
Q

� %
	�

i j pi in F�x� and NK�F%i 	 pi is irreducible�

Now let us show that the norms are coprime as well� For i 		 j and for all �� ��
gcd�%

	�

i �%

		

j � 	 
� so that gcd�NK�F%i� NK�F%j� 	 
� �

So given a homogeneous decomposition f 	 g�h� k� with g � F�y� z� irreducible
and � a root of g�y� 
�� the factors of f that are irreducible over F are the norms
of the irreducible factors of h � �k over K� This shows that each irreducible fac�
tor of f has a block decomposition which corresponds to the intermediate �eld K�


�



These block decompositions may be trivial �one block containing all roots or each
block containing just one root�� Condition �� on the blocks in the Structure The�
orem ��� may not be satis�ed for the blocks of each factor separately� but only for
corresponding blocks of the factors of f combined�

Example 	��� Let f � Q�x� be given by f 	can
Q f�f� with

f� 	 �x� � 
x � x� � �x� � �x� � ��x� � �x� � ��x� � ���

f� 	 x� � x� � x� � x� � �x� � x� 
�

Both factors of f do not have a nontrivial homogeneous bivariate decomposition�
but f has the following one�

f 	 g�h� k��

g 	 �y� � �y�z � 
�yz� � �z��

h 	 x� � x�


� x�

�
� x

�
� �

�
�

k 	 x� � x� �
�x�


�
x


�

�


�

Let � be a root of the irreducible polynomial g�y� 
� � Q�x�� Between Q and each

eld Q�x���fi�� for i 	 
� � there is the intermediate 
eld K 	 Q��� which can be
deduced from the factorizations of f� and f� over Q����

f� 	 �

�
x� �

x�


�
�
���


�

��


� 


�

�
x�

���

�
�





�

�
�

�
x� � x� �

�
��


� ��


�


�

�

�
x� �

�
���


� ��

�
�

�

�

�
x�

�
�
���

�
� ��

�
�

�


�

�
x� �

���
�

�
��

�

�
x� ��

�
�

�

�

�
�

f� 	

�
x� �

�
�� � 




�
x�

��


� 


�

�
�

�
x� �

�
� � �



�
x� �

�
��


� � �

�

�

�
x� � x�

��


� � �





�

�
�

The blocks corresponding to the intermediate 
eld K do not satisfy Condition ����
as can be read o� these factorizations� Multiplying the 
rst factors of both f� and
f� together� we get

b 	 x� � �x� �
�
� � 




�
x� �

�
���


� 


�

�
x� �

�
��


� 


�

�
x� ��


� �

�

which de
nes a block of a block decomposition for f and satis
es Condition ����


�




� Factors and decompositions

Collecting our results from the last two sections� we state the following two the�
orems� which describe all possible origins of factors of a decomposable polynomial�

Theorem 
��� Let �g� h� k� be a normal �r� s� t��decomposition of f � F�x� with
degy g 	 r�

�i� Suppose that g is irreducible� g�y� 
� separable� and gcd�h� k� 	 
� Let � be a
root of g�y� 
� � F�y� and h� �k 	can

F	�
 const
Q

��i�l%
ni
i � Then

f 	can
F const

Y
��i�l

NF	�
�F%
ni
i �

That is� for every irreducible factor of f there exists a block decomposition
�maybe a trivial one� and the corresponding intermediate 
eld is the splitting

eld of g�y� 
��

�ii� Suppose that g is irreducible� and that gcd�h� k� 	 q 		 
� Write h 	 qh� and
k 	 qk�� Then

f 	 qrg�h�� k���

The structure of g�h�� k�� is determined by case �i�� The polynomial q may be
reducible over F�

�iii� Suppose that g is reducible� say

g�y� z� 	can
F const

Y
��i�l

gi�y� z�
ni�

Then
f 	 const

Y
��i�l

gi�h� k�
ni�

The structure of the gi�h� k� is determined by case �ii��

Theorem 
��� Let �g� h� k� be an �r� s� t��decomposition of f � F�x�� and let � 	
degy g� Then

f 	 kr��$g�h� k��

where $g�y� z� 	 z�g�y�z� 
� is ��homogeneous� The structure of $g�h� k� is determined
by Theorem ���

Unfortunately in constructing decompositions for a decomposable polynomial
these two theorems fail to give the origin of a factor a priori�
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�� Decomposition Algorithm

The overall structure of this homogeneous decomposition algorithm resembles
the algorithms for decomposition of polynomials �Kozen � Landau 
���� or rational
functions �Zippel 
��
��

�i� Calculation of the �right� candidates h and k�

�ii� determination of the �left factor� g�

�iii� veri�cation that f 	 g�h� k��

First we consider the last two steps� By Lemma �� the left factor g is uniquely
determined by linear algebra� if it exists� We adapt an algorithm from Dickerson
�
���� for the calculation of left factors� It solves the following problem�

Given f � F�x� with deg f 	 n and h� k � F�x� with s 	 deg h � t 	 deg k� Does
a homogeneous polynomial g � F�y� z� of degree r exist such that f 	 g�h� k�&

Let g�y� z� 	
Pr

i�� giy
izr�i� For 
 � i � r� the product hikr�i has degree tr��s�

t�i � rs� In order for a decomposition to exist we must have deg f � rs� Furthermore
the coe�cients of xrs�	s�t
	j��
�� up to xrs in f only depend on

P
m�j�i�r gih

ikr�i�
Hence we are able to determine the coe�cients gi of g by iteration� Besides we may
simultaneously verify the decomposition�

�i 	 hikr�i for i 	 �� � � � � r

p 	 f

for i 	 � to r do

if deg p � rs� �s� t�i then fail end

gr�i 	
coe��p� rs� �s� t�i�

coe���r�i� rs� �s� t�i�
p 	 p � gr�i�r�i

end

if p �� � then fail end

where coe��p� j� is the coe�cient of xj in p� The number of arithmetic operations
in F is polynomially bounded in the degree of f � There are asymptotically faster
methods for this problem �von zur Gathen 
���a�� but the real bottleneck is the
�rst step�

We will apply the Structure Theorem ��� to determine the candidates h and
k for the decomposition in step 
� First we restrict ourselves to the decomposi�
tion of irreducible polynomials� Because of the Structure Theorem a homogeneous

�



decomposition of an irreducible polynomial f exists if and only if there is an r � s�
block decomposition for f and an arbitrary block of roots satis�es the hypothesis of
Lemma ��
�

Therefore we compute all block decompositions for f � For each block decompo�
sition we check the conditions of Lemma ��
� Equivalently we may determine all
intermediate �elds between F and F���� � being a root of f �

The algorithmBLOCKS fromLandau �Miller �
����� Kozen � Landau �
�����
and Yokoyama et al
 �
���� provides all block decompositions of f � The algorithm
gives a single block decomposition in polynomial time� The number of block decom�
positions for f is bounded by nlogn� where n 	 deg f � Alternatively� the algorithm
EQNFIELD from Lazard � Valibouze �
���� determines all intermediate �elds by
symmetric resolvents�

Both algorithms expect an irreducible polynomial f � F�x� as input� Let � be a
root of f � The result of the algorithms is a �nite set of polynomials B � F����x�� In
the block decomposition picture each polynomial b � B de�nes a block decomposi�
tion for f � The roots of b form a block of this particular block decomposition� namely
the block which contains the root �� Hence the coe�cients of b are� up to sign� the
elementary symmetric functions of the roots in this block� In the intermediate �eld
picture each polynomial b is the minimal polynomial of � over the intermediate �eld�
In order that there be a homogeneous decomposition� these coe�cients of b have to
satisfy the condition of Lemma ��
� This may be checked as follows�

s 	 deg b

for i 	 s by � 
 to � do

if coe��b� i� 	� F then

� 	 coe��b� i�

break

end

end

for i 	 � to s do

hi 	 coe��b� i� mod �

ki 	 coe��b� i� div �

if hi 	� F or ki 	� F then

NO DECOMPOSITION

end

end

We assume that the polynomial b � F����x� is given by b � F�y��x� with the coe��
cients from F�y� being reduced by the polynomial f�y�� Because f is assumed to be
irreducible� b must have at least one coe�cient not in F� The division with remain�
der which determines hi and ki is to be calculated in the polynomial ring F�y�� The






calculation of the �left factor� g from f � h and k cannot fail� since we have satis�ed
su�cient conditions for the existence of a homogeneous decomposition�

Now let us have a look at reducible polynomials� Assume that f 	can
F

Q
i fi has

a decomposition� Each factor fi of f may be

� a factor of k �Theorem ����

� a factor of gcd�h� k� �Theorem ��
 �ii���

� the norm of a factor ' of h � �k over F��� �Theorem ��
�i��� Let � be a
root of fi� There is an intermediate �eld �maybe trivial� between F and F���
or� equivalently� fi has a block decomposition� This block� maybe only when
combined with corresponding blocks of other factors of f belonging to the
same intermediate �eld� satis�es the condition of the Structure Theorem�

As already noted� we do not know su�cient a priori criteria which help to classify a
factor fi� So we have to consider all possibilities� which will result in an exponential
algorithm�

There seems to be some kind of trade�o� between �few factors 	 much structure
	 few homogeneous decompositions� easy to compute� and �many factors 	 little
structure 	 many homogeneous decompositions� hard to compute��

��� Implementation of the Algorithm

We discuss our experience gained from implementing the decomposition algo�
rithm for an irreducible polynomial f � The implementation of the algorithm for
the determination of the �left factor� g is straightforward� We compare di�erent
approaches for the determination of all block decompositions or equivalently all
intermediate �elds which give the �right factors� h and k�

Let � be a root of f � As described in the last section� a block decomposition for
f is determined by a polynomial b � F����x� whose roots just form this block� This
polynomial b is actually a factor of f over F����

The main steps of the algorithm BLOCKS �Landau � Miller 
���� Yokoyama
et al
 
���� are

�i� the complete factorization of f over F����

�ii� the determination which products of those irreducible factors describe a block�
This is achieved by the calculation of gcds between those factors over algebraic
extensions of F����





In practice� using Trager�s algorithm �Trager 
����� the factorization of f over F���
is technically feasible approximately up to polynomial degree 
�� Trager�s algorithm
factors the norm NF	�
�F�f� � F�x�� a polynomial of degree �deg f���

Empirically the cost of the algorithm is dominated by the second step� the cal�
culation of gcds over algebraic extensions of F���� It is bene�cial to avoid this step
altogether� This can be achieved in the following way� We consider all possible prod�
ucts of irreducible factors of f over F���� Every polynomial b describing a block
of a block decomposition is among those products� For each product we check the
condition of Lemma ��
� If this condition is satis�ed� we try to calculate the �left
factor� g from the polynomials h and k de�ned by this product� If we succeed� the
product de�nes a block of a block decomposition for f and the polynomials g� h and
k form a homogeneous decomposition of f �

So we may exchange the costly gcd calculations for an exponential number of lin�
ear algebra problems� But given the limits by the polynomial factorization over F���
the number of products poses no problem� This variant of the algorithm has been
implemented in Maple and AXIOM� The factorization time dominates at least by
an order of magnitude the whole computation� On a typical workstation� Maple

calculates the decomposition of a polynomial of degree 
 in about �� minutes�
As a second approach we may determine all intermediate �elds between F and

F���� By the algorithm EQNFIELD �Lazard � Valibouze 
���� all intermediate
�elds M of index k in F��� may be found by calculating k�symmetric resolvents
of f � In the simplest case� a factor of degree �deg f��k of a k�symmetric resol�
vent is the minimal polynomial for a generator of the intermediate �eld M � The
k�symmetric resolvents are polynomials over F of degree �degfk �� So in general their
degree is higher then �deg f��� the degree of the norm in Trager�s algorithm� We
are interested in factors of low degree only� but without a special factorization al�
gorithm� which generates factors of low degree fast� this approach is more costly�
This was veri�ed by translating algorithms for handling symmetric polynomials and
calculating resolvents originally implemented in MACSYMA �Valibouze 
���� to
AXIOM�

If the aim is to calculate intermediate �elds and block decompositions for a poly�
nomial� and not only homogeneous decompositions� the second step of the algorithm
BLOCKS� that is the gcd calculations over extensions of F���� may no longer be
avoided� This additional cost may well balance the drawbacks of the algorithm
EQNFIELD�

The costs of these homogeneous decomposition algorithms are rather high� In
contrast our implementation of the algorithm described in Kozen � Landau �
����

indicates that an ordinary decomposition of a polynomial of degree 
�� can be
calculated in less than a minute� Gutierrez � Recio �
��� calculated decompositions
of rational functions of degree � in about 
� minutes� Theorem 
� seems to
indicate that computing homogeneous decompositions is intrinsically harder than
computing decompositions of rational functions� because fewer constraints are given�

�



��� The classication of generic decompositions

In this section� we consider generic decompositions which give nontrivial decomposi�
tions for almost all polynomials� and show that none exist besides those in Section ��

Lemma ����� Let �g� h� k� be a normal �r� s� t��decomposition of f � F�x�� and n 	
deg f �

�i� If rs � n� then gr 	 ��

�ii� If rs � n � s � t� then k 		 �� gr 	 gr�� 	 �� and either k � F or f is not
squarefree�

Proof� Writing g 	
P

��i�r giy
izr�i � F�y� z�� we have f 	

P
��i�r gih

ikr�i� and

di 	 deg�hikr�i� 	

�
is� �r � i�t if k 		 ��
is otherwise�

Thus dr � dr�� � � � � � d�� In particular� dr 	 rs� which proves �i�� In �ii�� we have
k 		 �� since otherwise g 	 gry

r and deg g�h� k� 	 rs� Since dr � dr�� � n� we have
gr 	 gr�� 	 �� and thus k� divides f � �

We denote by Pn 
 F�x� the �n�
��dimensional vector space of all polynomials
of degree at most n� and have Pn 
 Pm for n � m� We formalize the notion of
�almost all� polynomials having a decomposition as follows�

Definition ����� Let F be an in
nite 
eld� For n� r� s� t � N� we say that Pn has
a generic �r� s� t��decomposition if there is no nonzero polynomial � � F�F�� � � � � Fn�
such that for all f� � � � �� fnx

n � Pn we have

f has a normal �r� s� t��decomposition 	� � �f�� � � � � fn� 	 ��

To explain this de�nition� we assume s � t � � and rs � n� and make the natural
identi�cation of a homogeneous bivariate polynomial of degree r with its coe�cient
vector in Fr�� � and of a monic polynomial of degree k with its coe�cient vector in
Fk � leaving out the leading one� We consider the normal composition mapping ��

� � Fr�� � Fs�� � Ft � Prs � Pn

�g� h� k� �� g�h� k� 	
P

i gih
ikr�i�

�

�
�

�



Here g� h� k are coe�cient vectors of polynomials as in De�nition ���� The image
of �� intersected with Pn� is the set D of polynomials in Pn that have an �r� s� t��
decomposition� The de�nition says that Pn has a generic �r� s� t��decomposition if
and only if the image is dense in the Zariski topology�

If this is the case and F is algebraically closed� then �almost all� polynomials in
Pn do indeed have an �r� s� t��decomposition� This follows since im� � Pn is always
constructible and dense by assumption� hence there exists a nonzero polynomial
	 � F�F�� � � � � Fn� such that

	�f�� � � � � fn� 		 � 	� X
��i�n

fix
i � D�

When F is not algebraically closed� the situation may be more complicated� The
case of �nite �elds is discussed at the end of this Section� Over Q and R� the general
situation is well illustrated in Corollary ��� The polynomial # � F�x� usually has a
root k� over R� and in general �if k� 		 f���� this leads to a decomposition� But over
Q� # will usually be irreducible� and a root will only exist in a �small� algebraic
extension of Q� In fact� it is a consequence of the classi�cation in Theorem 

�� and
the examples in Section � that whenever a generic decomposition of some format
exists and a speci�c polynomial is given� it is su�cient to factor the polynomial in
order to �nd a decomposition of this format�

Whenever there is no generic �r� s� t��decomposition� then most polynomials ac�
tually do not have a decomposition� in the sense that the coe�cients have to satisfy
a nontrivial algebraic relation� which we might call a �separating� test polynomial�
in order for an �r� s� t��decomposition to exist�

Theorem ����� Let F be an in
nite 
eld� and n� r� s� t � N with n� r� s �  and
rs � n � s � t� Then Pn has a generic �r� s� t��decomposition if and only if one of
the following holds�

I� r 	 � s � n�� t 	 n� s� or

II� r 	 � s 	 n�� t 	 n� � 
�

Proof� If F is algebraically closed� then Examples ��
 �i� and �ii� exhibit a
homogeneous bivariate decomposition of type I and II� respectively� for every poly�
nomial� For an arbitrary in�nite F� this implies that generic homogeneous bivariate
decompositions of type I and II exist� since otherwise there would be a nonzero test
polynomial � as in De�nition 

� whose zero set f� 	 �g contains im� over F� and
this would imply that the same holds over an algebraic closure of F�

Assume now that Pn has a generic �r� s� t��decomposition� First suppose that
rs � n� s� t� Then� by Lemma 

�
 �ii�� each decomposition leads to a polynomial
f that either has an ordinary decomposition f 	 g�h� k� with k � F� or that is
contained in the zero set of the discriminant

� 	 resultantx�F�F
�� � F�F�� � � � � Fn��

�



where F 	
P

i Fix
i� The polynomials with an ordinary decomposition form a proper

algebraic subset� allowing all g�y� 
� � F�y� of degree � � r� the dimension is at most
�� 
 � s� 
 � n� 
 	 �s� 
�

For a similar reason� we may assume that t � �� According to Lemma 

�
 �i��
we have two possibilities�

�a� rs � n� or

�b� n � rs � n� s� t� and gr 	 � in any decomposition f 	 g�h� k� � Pn�

In case �a�� we have n 	 rs� and from the dimensions in �

�
� we obtain that
r � s� 
 � r � 
 � s � 
 � t � n� 
� If r 	 � we �nd s 	 n� and t 	 n� � 
�
corresponding to II� If r 	 �� then s 	 n�� and  � n�� � n� 
� hence n � � and
s � 
� If r � �� then s � n�� and r � n� � 
 � n� 
� which implies r 	 n since r
is a divisor of n� and hence s 	 
� which is ruled out�

In case �b�� � as in �

�
� is actually a mapping from Fr � Fs�� � Ft � so that
r � s� 
 � t � n� 
� If r 	 � the decomposition has the form

f 	 g�hk � g�k
� 	 �g�h� g�k�k�

If f has degree n� then deg�g�h� g�k� 	 n� t� Thus t � n� implies that s 	 n� t�
which is I� and t � n� implies that s � t� which is ruled out� If r � �� we �nd that

s�r � � 	 rs � s � n� t� s � r � �

and hence s � 
� This shows that I and II are the only possibilities� �

We next want to bound the degree of the separating test polynomial � implicit
in Theorem 

�� when I and II are not satis�ed� We start with the special case of
ordinary decompositions f 	 g�h�� We may assume that f� g� h are monic� and that
h��� 	 ��

Lemma ����� Let r� s � N with r� s � � n 	 rs� and suppose that char F does not
divide r� Then there exists a nonzero polynomial � � F�Fn��� � � � � F�� of degree at
most s�
 such that for all polynomials f 	 xn�fn��x

n��� � � ��f�� and g� h � F�x�
with g� h monic� r 	 deg g� s 	 deg h� h��� 	 �� and

f 	 g�h�� �

��

we have
� �fn��� � � � � f�� 	 ��

Proof� The decomposition algorithms in Kozen � Landau �
���� and von zur
Gathen �
���a� are based on the fact that f 	 g�h� implies that hr��� � � � � h� are
determined by a triangular system of equations� linear in each �new� variable� One
checks that this gives polynomials

�r��� � � � � �� � F�Fn�� � � � � � F��

�



such that hi 	 ��fn��� � � � � f�� and deg �i 	 s � i� The coe�cient at xn�s in �

��
determines gr��� and the coe�cient at xn�s�� gives a nonzero polynomial� in which
Fn�s�� occurs linearly� which we can take for � � Its degree is at most s� 
� �

The �wild� case� where char F divides r� is computationallymore di�cult �von zur
Gathen 
���b�� and we have not determined a test polynomial � for it�

The remaining cases of non�ordinary homogeneous bivariate decompositions are
dealt with in the following result�

Corollary ����� Let F be an in
nite 
eld� n� r� s� t � N with n� r� s �  and
n � s � t � 
 and suppose that Pn does not have a generic �r� s� t��decomposition�
Then there exists a nonzero test polynomial

� � F�F�� � � � � Fn�

such that � �f�� � � � � fn� 	 � for any f 	
P

��i�n fix
i � F�x� that has a normal

�r� s� t��decomposition� and

�i� degtot � 	 
 if t � �� r � n�s� 
 and r 		 n�s�

�ii� degtot � 	 n� 
 if t 	 �� or r � n�s� 
�

�iii� degtot � 	 �r � 
�n�� if r 	 n�s�

Proof� If r � n�s� then � 	 Fn is su�cient� If n�s � r � n�s � 
� then
gr 	 � and deg�g�h� k�� � n for all �g� h� k�� so that we can again take � 	 Fn� If
r � �n�s�t�
��s� then all f � im��Pn are not squarefree by Lemma 

�
�ii�� and
we can take the discriminant for � � Together these include all cases where r � n�s�
so that now we may assume r 	 n�s�

The homogeneous bivariate decomposition map � � Fr�s�t � Fn�� � as in �

�
��
is given by polynomials in g�� � � � � gr� h�� � � � � hs��� k�� � � � � kt�� of total degree at most
r � 
� and m 	 dimim� � n� Pick some f � im� such that d 	 dim����ffg� � �
is minimal� and an a�ne linear space L 
 Fr�s�t of dimension r�s� t�d such that
L�����ffg� is �nite� such an L always exists� By the theorem on the dimension of
�bres �see Shafarevich �
����� e�g��� we have d�m 	 r � s� t� Let �� � L � Fn��

be the restriction of � to L� Since �� has a �nite �bre� namely over f � we have
dim im�� 	 dimL 	 dim im�� so that im�� is dense in im�� Now Lemma ��� in
von zur Gathen �
���� provides a polynomial � as desired� containing im�� and
hence im� in its zero set� and with deg � � �r�
�n��� one can also use the proof of
Lemma 
 in Heintz � Sieveking �
����� �

The easy cases �i� and �ii� of Corollary 

�� cover all situations with n � � and
t � 
 except for n 	 �� t 	 
 and �r� s� either �� �� or ��� �� The symbolic resultant
� in the �rst case is a polynomial of degree 
� with � terms in � variables� and
in the second case its computation strains a computer algebra system like Maple�
For larger values of n� it seems di�cult to determine an explicit �separating� test
polynomial � �

�



Over a �nite �eld Fq with q elements� � 	 F q
n�Fn is satis�ed by all polynomials�

and so De�nition 

� would trivially imply that there are no generic decompositions
over a �nite �eld� However� Corollary 

�� states that if Pn does not have a generic
decomposition� then we may replace �nonzero �� by �nonzero � whose degree is at
most �r � 
�n���� This notion is nontrivial also over Fq with q large enough�say�
q � �r � 
�n���and when I and II of Theorem 

�� are not satis�ed� then with
high probability a randomly chosen polynomial does not have a decomposition�

��� Relations to decompositions of rational functions

In this section� we note two relations between homogeneous decompositions of
univariate polynomials and decompositions of rational functions�

Zippel �
��
� reduces the decomposition of rational functions to the simultaneous
homogeneous bivariate decomposition of two homogeneous bivariate polynomials�
But the decomposition

f�x� y� 	 g�h�x� y�� k�x� y��

with h� k � F�x� y� homogeneous of the same degree is related to the homogeneous
bivariate decomposition of univariate polynomials by substituting 
 for y� Vice
versa by appropriate homogenization the latter decomposition leads to the former�
At least in theory this results in an algorithm for rational function decomposition�

We �nd a second relation when we try to decompose univariate polynomials as
rational functions� Given a polynomial f � F�x�� the naive approach of decomposing
the rational function f�
 � F�x� does not lead to any decompositions which could
not be obtained by the ordinary decomposition of f �Schinzel 
��� p� 
��� So we
will try to decompose f�q � F�x� with arbitrary q � F�x��

Definition ����� A fractional decomposition of a univariate polynomial f � F�x�
consists of a univariate polynomial q � F�x� and two rational functions G�H � F�x�
such that

f

q
	 G �H 	 G�H��

The relationship between homogeneous decompositions and fractional decomposi�
tions of univariate polynomials is explained in the following theorem�

Theorem ����� Let f � F�x�� To every fractional decomposition of f with q rela�
tively prime to f corresponds a homogeneous decomposition of f � To every homo�
geneous decomposition of f corresponds a fractional decomposition of f �

�



Proof� Let
f

q
	 G �H

be a fractional decomposition of f � with q � F�x� and G�H � F�x�� Write G 	 g��g�
and H 	 h��h� with g�� g�� h�� h� � F�x� and gcd�g�� g�� 	 gcd�h�� h�� 	 
� Let
r 	 maxfdeg g��deg g�g� (gi�x� y� 	 yrgi�x�y� and $gi�x� y� 	 ydeggigi�x�y� in F�x� y�
for i 	 
� � so that

f

q
	

g� �h��h��

g� �h��h��
	

(g��h�� h��

(g��h�� h��
� �
�
�

By Schinzel �
���� p� 
�� $g��h�� h��� $g��h�� h�� and h� are pairwise relatively prime�
because h� and h� resp� g� and g� are relatively prime� Hence (g��h�� h�� and (g��h�� h��
are relatively prime� Since f and q are relatively prime� both denominators and
numerators in �
�
� are equal separately� and f has the homogeneous decomposition

f 	 (g��h�� h���

For the other direction� let
f 	 g�h� k�

be a homogeneous decomposition of f with g � F�x� y� homogeneous of degree r�
With (g�x� 	 g�x� 
�� we get

f

kr
	 (g

�
h

k

�
� �

�



Open questions


� The structure of homogeneous bivariate decompositions� Given f � we related
the set of all homogeneous bivariate decompositions of f to the set of certain
block decompositions for f � Is it possible to describe the structure without
recourse to block decompositions& If a decomposition exists over an algebraic
closure� what is the smallest �eld extension necessary& Section � discusses an
instance of this question�

� A fast decomposition algorithm
 In practice the proposed algorithm is quite
slow when compared to the algorithms for the ordinary decomposition of poly�
nomials and the decomposition of rational functions� Is there an algorithm
which avoids the costly factorizations over algebraic extensions& A new ap�
proach is required to handle the case of reducible polynomials more e�ciently�

�� Other generic decompositions� For other instances of the general problem
�
�
�� classify those values of the parameters for which generic decompositions
exists� One might want to start with multivariate decompositions of univariate
polynomials �i�e�� l 	 
�� and for decomposing multivariate polynomials� one
would begin with our homogeneous bivariate decompositions� say for bivariate
polynomials �i�e�� l 	 ��

Acknowledgments

The authors are indebted to Peter Kov�acs for posing the problem� motivated by
the applications in robotics� Many thanks go to Daniel Lazard for pointing out the
usefulness of resolvents� and to Jaime Guti�errez for carefully reading a preliminary
version of the manuscript and correcting various errors�

The �rst author was supported by Natural Sciences and Engineering Research
Council of Canada� grant A�
�� and gratefully acknowledges the hospitality of the
Institute for Scienti�c Computation at ETH Z)urich during a sabbatical visit� The
second author was supported by Deutsche Forschungsgemeinschaft� grant Kr ���*��

 and Kr ���*���

��



References

Matthew T� Dickerson� The Functional Decomposition of Polynomials� PhD thesis�
Cornell University� Ithaca� NY� �����

Joachim von zur Gathen� Irreducibility of multivariate polynomials� Journal of Com�

puter and System Sciences �� ������� 		�
	���

Joachim von zur Gathen� Functional decomposition of polynomials the tame case�
Journal of Symbolic Computation � �����a�� 	��
	���

Joachim von zur Gathen� Functional decomposition of polynomials the wild case�
Journal of Symbolic Computation �� �����b�� ���
��	�

Masoud Ghazvini� Reducing the inverse kinematics of manipulators to the solution of a
generalized eigenproblem� In Computational Kinematics� ed� Jorge Angeles� G�unther
Hommel� and Peter Kov�acs� vol� 	� of Solid Mechanics and its Application� Dordrecht�
Boston� London� ����� Kluwer Academic Publishers� ��
	��

Jaime Gutierrez and Tomas Recio� A practical implementation of two rational func�
tion decomposition algorithms� In Proceedings of the International Symposium on Sym�

bolic and Algebraic Computation� ISSAC���� ed� Paul S� Wang� New York� NY� ���	�
ACM Press� ��	
����

J� Heintz and M� Sieveking� Lower bounds for polynomials with algebraic coe�cients�
Theoretical Computer Science �� ������� �	�
����

Peter Kov�acs and G�unther Hommel� An expert system for the optimal symbolic
solution of the inverse kinematics problem� In Proc� Int� Conf� Autom�� Robotics and

Computer Vision� Singapore� ���	�

Dexter Kozen and Susan Landau� Polynomial decomposition algorithms� Journal of
Symbolic Computation � ������� ���
����

Susan Landau and Gary Lee Miller� Solvability by radicals is in polynomial time�
Journal of Computer and System Sciences �� ������� ���
	���

Daniel Lazard and Annick Valibouze� Computing sub�elds Reverse of the primi�
tive element problem� In Computational Algebraic Geometry� ed� Fr�ed�eric Eyssette

and Andr�e Galligo� vol� ��� of Progress in Mathematics� Boston�Basel�Berlin� �����
Birkh�auser� ���
����

Hong�You Lee and Chong�Gao Liang� Displacement analysis of the general spatial
��link �R mechanisms� Mechanism and Machine Theory �� ������� 	��
		��

Dinesh Manocha� Algebraic and Numeric Techniques in Modeling and Robotics� PhD
thesis� University of California� Berkeley� ���	�

�




Constantinos Mavroidis and Bernhard Roth� Structural parameters which reduce
the number of manipulator con�gurations� In Robotics and Spatial Mechanisms� and Me�

chanical Systems� Proc� ASME ��nd Biennial Mechanisms Conference� ed� G� Kinzel
et al�� ���	� ���
���� DE�vol� ���

Richard P� Paul� Robot Manipulators� Mathematics� Programming� and Control� MIT
Press� �����

Andrzej Schinzel� Selected Topics on Polynomials� University of Michigan Press� Ann
Arbor� MI� ���	�

I� R� Shafarevich� Basic algebraic geometry� Grundlehren Band 	��� Springer�Verlag�
�����

David R� Smith and Harvey Lipkin� Analysis of fourth order manipulator kinematics
using conic sections� In Proc� IEEE International Conference on Robotics and Automation�
����� 	��
	���

Barry M� Trager� Algebraic factoring and rational function integration� In Proceedings

of the 	�
� ACM Symposium on Symbolic and Algebraic Computation� ed� R� D� Jenks�
New York� ����� ACM Press� 	��
		��

Annick Valibouze� Symbolic computations with symmetric polynomials� an extension to
macsyma� In Computers and Mathematics ���� ed� Erich Kaltofen and Stephen M�

Watt� Berlin� Heidelberg� New York� ����� Springer Verlag� ���
�	��

B� L� van der Waerden� Algebra� vol� I� Springer Verlag� Berlin� G�ottingen� Heidelberg�
�fth edition� �����

J�urgen Wei�� ConstructiveAlgebraic Methods for the Inverse Kinematics Problem� PhD
thesis� Universit�at Bonn� Germany� �����

Helmut Wieland� Finite Permutation Groups� Academic Press� New York� London�
�����

Kazuhiro Yokoyama� Masayuki Noro� and Taku Takeshima� On determining the
solvability of polynomials� In Proceedings of the International Symposium on Symbolic

and Algebraic Computation 	��� ed� Shunro Watanabe and Morio Nagata� New
York� NY� ����� ACM Press� �	�
����

Richard Zippel� Rational function decomposition� In Proceedings of the 	��	 Interna�

tional Symposium on Symbolic and Algebraic Computation� ed� S�M� Watt� New York�
NY� ����� ACM Press� �
��

�


