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1. Introduction

1.1. Motivation. Digital signatures are mathematical schemes demonstrat-
ing the authenticity of a document. A valid signature suggests that the authen-
ticated document belongs to a known signer, and it also assures the integrity
of the document. Although in practice there are a variety of types of digital
signatures, generally we can say that, a digital signature can be used to prove
the originality of a document while also providing a mechanism to protect the
signed document against alteration. In the age of information and with the in-
creasing availability of high speed internet, users come in contact with a large
variety of digital media such as music, books, articles, photos, and so on. Also
the popularity of smart phones, portable multi-media players and next genera-
tion gaming consoles has turned the digital world into a big trading and sharing
place, spread all over the world. The demand for digital media has made the
trading of digital content a very lucrative business. Sensing this opportunity
many companies started to offer digital media, some of the well known examples
are Apple’s iTunes, Microsoft Windows Media and Napster. These companies
use content, protection systems to protect their files against illegal distribution
but also to authenticate them. Since different companies use different content
protection mechanisms the users cannot use the digital content on devices of
their choice. This lack of interoperability gives reasons for the illegal usage and
distribution of digital media and also slows down the growth of the industry.
To achieve interoperable content protection mechanisms, but also for e-cash
and e-passport systems, a special type of digital signature is required. As in
the real world, when a user sells his CD to another user, the banderol on the
CD proves its originality to the new owner. In this selling process which could
take place for example on a flea market, the users do not need any interaction
with the record company or with the bank that issued money. As in this simple
trading example we require a digital signature that can be given away easily.
This means that, as in the real world, the users who want to exchange their
files with a currency should only need to interact with each other and not with
the content providers or the currency owner. A good approach to achieve this
kind of digital trading is the concept of proxry re-cryptography specially prozy
re-Signatures.

1.2. Concept. In this thesis we will analyze in detail the proposal of Libert
& Vergnaud (2008a), a multi-use unidirectional prozxy re-signature. We choose
to analyze this signature scheme because of its translation property and its
possible usages in practice such as digital content protection systems and elec-
tronic cash systems. Our aim was to introduce the signature scheme step by
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step for a comprehensive understanding of its structure and relations to be able
to analyze its security and its efficiency.

1.3. Contributions. In this work we provide a new security definition for
uni-directional proxy re-signatures. The shortcomings of the original security
definition from Ateniese & Hohenberger (2005) such as the artificial splitting
of the security definition and the unnatural limitation of the adversaries, mo-
tivated us to construct a new game based security definition. In Shao et al.
(2010) the authors also point out the shortcomings and the unnecessary com-
plexity of the old security definition and provide another security definition
for uni-directional proxy re-signatures with certain probabilities. Similar to
our proposal the authors consider a generic adversary with access to as much
information as possible to overcome the shortcomings of the old security def-
inition. Differing from their proposal, we provide a simple graph algorithm
to keep track of the adversary’s queries and to detect trivial forgeries. As we
show in Part III, simple modifications to the graph algorithm seem to make
our definition also valid for different types of proxy re-signatures. Therefore,
we believe that our new security definition provides the necessary flexibility to
be adapted and used for different types of proxy re-signatures with different
properties.
Further we can list the following:

o We explained the idea behind the construction of the signature by ex-
tending a short signature (Boneh et al. 2004) into a multi-use proxy re-
signature step by step. We used the additive notation for the signature
scheme instead of the multiplicative one. We changed the numbering
of the indices of the signature elements and as well as the used coeffi-
cients to provide a more intuitive understanding of the signature scheme.
We showed how the verification equations are related to the elements
of the signature. This allowed us to develop a graphical notation to
demonstrate the relation between signature elements. We also expressed
the construction of the signature scheme by decomposing it into simple
building blocks.

o We tried to analyze the efficiency of the signature scheme from two dif-
ferent angles: (1) The amount of randomness and (2) the length of the
signature. Unfortunately there was no hint or discussion in the original
publication we could make use of. To be able to analyze the length of
the signature we introduced a new problem called the chain shortening
problem. We provided some insight what would it mean to have a shorter
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signature or even if this was possible. We also analyzed the amount of
randomness used by the signing and re-signing algorithms and pointed
out the implications of using lesser or related coefficients.

o We put together the possible usages of proxy re-signatures which were
suggested in different publications. We focused our attention on Taban
et al. (2006) to point out the practical importance of proxy re-signatures
in content protection systems.

1.4. Related Work. The concept of prozy re-cryptography was first intro-
duced in Blaze, Bleumer & Strauss (1998) as atomic proxy cryptography, in
which a semi trusted proxy can convert signatures of Aylin into the signatures
of Boris on the same message. However, in this process the proxy can not
sign arbitrary messages on behalf of both parties Aylin and Boris. This cryp-
tographic primitive received renewed interest with the publication Ateniese &
Hohenberger (2005) in which the authors provided useful security definitions
and introduced two new prozy re-signature schemes, (1) multi-use bidirectional
and (2) single-use unidirectional. The security of both of these schemes was
proven in the random oracle model (Bellare & Rogaway 1993). The authors left
open the challenge to find a multi-use unidirectional scheme which was also se-
cure in the standard model. In Libert & Vergnaud (2008a) the authors proposed
the first multi-use unidirectional proxy re-signature scheme which is also secure
in the standard model, after a slight modification. This scheme was based on
bilinear maps, unlike the later proposal of a multi-use unidirectional scheme in
Sunitha & Amberker (2009) which is based on factoring. Note that a prozy re-
signature is not the same as a prozy signature. In the prozy re-signature scheme
a proxy “translates” a valid and publicly verifiable signature o4(m) of Aylin
on a message m into og(m) one from Boris on the same message. However,
prozy signatures allow Aylin to delegate her signing rights to Boris but only if
Proxy cooperates. The general idea is to divide Aylin’s secret into two shares.
Boris and Proxy only receive one share each so they can jointly generate sig-
natures on behalf of Aylin on the same message. Clearly prozy signatures have
a completely different application area than prozry re-signatures.

1.5. Structure of the Thesis. In the following sections we will introduce
the signature scheme step by step with its theoretical background and design
idea. This thesis is divided into five main parts.

o In Part I, we start with the foundations of elliptic curve based cryptog-
raphy. Remembering the definition of an elliptic curve, we show that
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the points on an elliptic curve with the point of infinity form an abelian
group. After defining pairings and how to calculate them, we discuss
some elliptic curve based digital signatures.

In Part II, we start with the discussion of possible methods of transfer-
ring a signature of user Aylin to user Boris. Since the trivial methods
show fatal deficits we formulate our requirements to a transferable signa-
ture. We then build up step by step the signature scheme from Libert &
Vergnaud (2008a) by transferring a short signature (Boneh et al. 2004)
once and generalize this idea into a multi-use scheme. In this process we
also see the relations of the signature elements in a graphical form which
enables us to define the signature with building blocks. We finish this
chapter with formally writing down the signature scheme.

Part TII begins with the introduction to the cryptographic assumptions
underlying the signature scheme. We continue with discussion of the ad-
versary model and the two environments in which the adversary is simu-
lated. We then introduce our new security definition for uni-directional
proxy re-signatures. This allows us to compare our new security definition
to the original one after recalling the security definition from Ateniese &
Hohenberger (2005) and outlining its limitations. We then prove that the
signature scheme is secure for the new security definition in the random
oracle model. After modifying the signature scheme slightly we also prove
the security of the signature scheme in the standard model.

In Part IV we analyze the efficiency of the signature from two angles.
First, we introduce a new problem class called the chain shortening prob-
lem, which helps to understand the length of the signature. Second, we
analyze the amount of used randomness to build the signature and discuss
the results of using lesser or related coefficients.

In Part V we put together the possible applications of prozy re-signatures
especially focusing on the interoperable digital rights management pro-
posal from Taban et al. (2006).

Finally in Part VI we outline and conclude the results achieved in this
thesis.
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Part 1
Elliptic curve cryptography

Elliptic curves have a rich history and have been studied by mathematicians
over a century before they have become popular in cryptographic research and
applications in the last thirty years. In 1985, Neal Koblitz and Victor Miller
independently proposed to use elliptic curves for public-key cryptographic sys-
tems. However, the acceptance of elliptic curve based crypto-systems came in
the late nineties when accredited standard organizations such as the Ameri-
can National Standards Institute (ANSI) specified protocols based on elliptic
curves. At present there are numerous applications and publications on elliptic
curves. This shows that there has been an extensive amount of research car-
ried out in this area. The aim of this chapter is give an introduction to elliptic
curves and pairing based elliptic curve cryptography.

2. Elliptic Curves

There are many different ways of introducing elliptic curves such as starting
with the canon ball problem as Washington (2008) or starting more algebraic
like Werner (2002). We start right away with the definition:

DEFINITION 2.1. An elliptic curve E over a field F is defined by an equation
in the form

(1.1) E:y*=2+ax+b

where a,b € F and A # 0. Here, the discriminant A = —16(4a® + 27b%) of the
curve is used to exclude singular cases.

This equation is called the simplified Weierstrass equation or just the Weier-
strass equation. Note here that usually in literature the elliptic curves are
introduced by what is known as the generalized Weierstrass equation. However
one can show that the generalized Weierstrass form of an elliptic curve can
always be transformed into the simplified Weierstrass equation above if the
characteristic of IF, is neither 2 nor 3. The generalized Weierstrass equation as
well as the simplification process are explained in detail in Washington (2008)
and Werner (2002). For any extension K of the field F , K O IF we can consider
the set of K-rational points

(2.2) E(K) = {0} U{(x,y) e Kx K| y* = 2° + az + b}.
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Figure 2.1: Elliptic Curves F : y?> = 2% — 22 + «

Figure 2.1 shows different elliptic curves given by y? = 2® — 2z + «.

The point O is called the point at infinity which, allows us to prove the
group structure of points on the curve. One can imagine this point sitting
somewhere up high on top of the y-axis. Visually, consider a two dimensional
plane (like a sheet of paper) on which an elliptic curve is drawn. Starting from
a point on the curve, an ant could walk in two directions on the curve. In each
direction the ant would fall off the plane and come to some “undefined” place.
The algebraic nature of these places (points) is all the same which is O, the
point at infinity. Understanding the algebraic nature of this point requires an
introduction to projective space which can be found in Werner (2002).

3. The group law

We can actually introduce a group structure on an elliptic curve. This, in
turn,is used to construct elliptic curve based cryptosystems.

DEFINITION 3.1. Let E be an elliptic curve over a finite field F given in the
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Weierstrass form, and Py = (x1,y1) and Py = (x9,y2) two different points on
E. To add P, and P, we draw a line passing through P, and P,. This line
intersects E in a third point which we call P; = (x3,y3). Then P is reflected
along the x-axis by changing the sign of the y-coordinate and this is P, + P.

Figure 3.1: P, + P, on an elliptic curve

Let us first assume that P; # P, and none of them is O. The slope of L; is

Y2 — U1
m = .
T2 — T

(3.2)

In case where x1 = x5, the line L; will be vertical and for now we assume that
this is not the case. The equation of L is

y=m(r — 1) + y1.
Now substituting this in the Weierstrass equation of £ we obtain
m(z —x1) +y1)? = 2° + ax + b.
The resulting equation will be in the form
0=a%—m2a?4---

This cubic polynomial has three roots and we know two of them, namely z;
and 5. Since (z1 + 29 + x3) = m? we obtain

x5 =m’ — 1z — x5 and y3 = m(xz — 1) + Y1
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Reflecting this across the z-axis yields P, + P, = Py = (x4, y4) with
1y =m? — 11 — 29 and y4 = m(x; — 13) — Y1.

Now consider the case where Py = Py = (x1,y;). This means that the line 1,
is tangent to F at P;. Since P, = P, we use implicit differentiation to find out
the slope m of L,

dy 3z +a

—_—=m = .

dx 2y1

(3.3)

Again two roots, or better one double root, of the cubic polynomial
0=2a%—m22®+ ...

are known and we can find out the third root. The same technique as above
gives us for P, + P, = Py = (24, y4) the values

xy=m’ — 271, ya = m(x1 — x4) — Y1

this is called point doubling (Figure 3.2).

ol

2P

Figure 3.2: Point Doubling

Now consider two points P; and P, where x1 = x5 and y; # yo. The line
through P, and P, is parallel to the y-axis thus the third point of interception
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is O. Reflecting O across the z-axis is again O since the algebraic nature of
“all” O’s are the same as mentioned above. Therefore here we get P, + P, = O.

Finally, assume that one of the points is O. Similar to last the case above,
the line through P; and O is vertical. The third point of interception is the
reflection of P, across the z-axis, reflecting it again will result back in P;. Thus
P, 4+ O = P;. Here we can see that with this definition of an addition over F,
the point O is behaving as a neutral element.

Now we summarize the addition cases from above to define an addition on
an elliptic curve.

DEFINITION 3.4. Let E be an elliptic curve in Weierstrass form: y? = x® +
ax +b. Given two points P, = (x1,y1) and Py = (z3,y2) on E, P;, P, # O and
m is the slope of the line through P, and P, (see equations (3.2) and (3.3)).
Define an addition by P, + Py := Py = (x4, y4) where:

(i) xg=m?—x — x4 and Ya = m(xl - IE4) — 1, if 71 # 9.

(ii) Py = O if xy = x5 but y; # yo, ie. Py and Py are symmetric with respect
to the x-axis.

(iii) x4 = m?* — 2z, and yy = m(xy — x4) — vy, if P, = Py and y # 0, ie. the
point Py is a double.

(iv) P, = O if P, = P, and y = 0, ie. the point P, is a double root on the
T-axis.

The definition Definition 3.4 allows us to formulate the following theorem.

THEOREM 3.5. The points on an elliptic curve E form an abelian group with
the addition operation as defined above with O as the neutral element. In
particular,

(1) <P1+P2)+P3 = P1—|—(P2—|—P3) for all P17P27P3 on B (tbe group is
associative),

(i) P+ O = P for all P on E (O is the group’s neutral element),

(iii) for any P on E there is a P’ on E which satisfies P + P’ = O (existence
of inverses),

(iv) P+ P, = P, + P, for all P, P, on E (the group is commutative).

We already pointed out above how O behaves as a neutral element. For a
detailed proof of the group properties see Washington (2008) or Werner (2002).
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4. Pairings

In this section we want to make a proper introduction to pairings which will be
sufficient for understanding the later sections. A pairing is a function mapping
a pair of points from two groups G; and G, to another group Gr. In many
applications all three groups are usually of prime order n. This mapping,
often noted as e(-,-), has some properties which are especially attractive in
cryptographic settings. We study the applications of pairings in cryptographic
settings in the next section.

DEFINITION 4.1 (Torsion points). Consider an elliptic curve E defined over
F, and an integer n not divisible by the characteristic of F,. The set E[n] of
n-torsion points is given by

Eln] = {P € E(F,)InP = 0},

where F, is the algebraic closure of F,. In other words the set of n-torsion

points consists of all points P € E(F,) which have order dividing n.

Now we introduce a bilinear pairing in a basic setting.

DEFINITION 4.2 (Pairing). Let E(F,) be an elliptic curve defined over F,, G,
and Go, Gr three groups usually of prime order n. Typically G; and Gy are
subgroups of E[n| and G is a subgroup of IF;k, where k is called the embedding

degree if n is the minimal integer dividing ¢* — 1 . Then there exists a map:
e: Gy X Gy — G,
which satisfies the following conditions.
(i) The map e is bilinear:

o e(P+ Q1, ) = e(Pr, Py)e(Q1, Pr),
o e(Pr, P2+ Q2) = e(Py, Py)e(P1, Qa),

for all P17Q1 € G1 and PQ,QQ € GQ.
(ii) The map e is non-degenerate:
e} €(P1,P2) §£ 1,

for some P, € Gy and P, € Ga.
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(iii) For practical reasons we require that e is efficiently computable with
respect to the input size which is ©(logq) bits since P,Q € E(F,).

An example of this is the Wezl pairing which has the form
(4.3) en: E[n] x E[n] — u,
for an elliptic curve E(F,) where

fn = {x € Fyla™ =1}

denotes the set of n'™ roots of unity in ?q. The Weil pairing satisfies the
following conditions

1. e, is bilinear:

o e, (P+Q,R) =e,(P,R)e,(Q, R),
o e,(P,Q+ R) =en(P,Q)en(P,R)

for all P, @, R € E[n].
2. e, is non-degenerate: If e, (P, Q) =1 for all Q € E[n], then P = O.

Notice that differing from Definition 4.2 we use here only one additive group
E[n] instead of two, which is called the symmetric case. For the definition of
the Weil pairing and a proof of the listed properties above see Washington
(2008).

Based on the Weil pairing it is possible to construct other pairings, an
example of this is the modified Tate-Lichtenbaum pairing which has the
form

(4.4) rut B(F,)n] x E(F,)/nE(F,) — i, CF,

for an elliptic curve E(F,) with n | g—1. Here E(FF,)[n] denotes the elements of
E with coordinates in F, and of order dividing n, where 1, is again the group
of the n'" roots of unity as defined above.
The modified Tate-Lichtenbaum pairing can be constructed from the Weil
pairing by
Tn(P7 Q) = €n(P, R— (]%R),

where P € E(F,)[n],Q € E(F,),R € E(F,) and nR = . Here

Fq Ff]’
r — af

g
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is called the ¢-th power of the Frobenius endomorphism.
In contrast to (4.4) the original Tate-Lichtenbaum pairing has the fol-
lowing form:

(4.5) (s E(Fn] x E(F)/nE(F,) — Fy/(Fg)",

Note that since we obtain here a coset in F* mod n-th powers by taking
the n-th root of w,, the modified Tate-Lichtenbaum pairing is more suitable for
practical applications than the original one and these pairings can be calculated
quickly (Washington 2008).

We mentioned above that for practical applications we require that the
pairing is efficiently computable. However, we require a basic understanding of
divisor theory before discussing the computation of pairings. The following is
mostly taken from Joux (2002); Meffert (2009); Niisken (2010) and Washington
(2008).

4.1. Divisors. In this section we will make a brief introduction into divisor
theory. Roughly speaking a divisor D is an element of the group generated
by the points of the curve E. It is used to keep track of poles and zeros. The
function f is said to have a zero at point P if it takes the value 0 at P, similarly
it has a pole at P if it takes the value O at P. Then D can be written as a
finite sum D := > a;(P;) where each P, is a point on E and each q; is an
integer. Given a function f from the set of rational maps in the coordinates of
points x,y we build a divisor div(f) from the zeros and poles of f by forming
the formal sum of zeros and poles with their multiplicity.

Remember Section 3 where we introduced the addition of points on elliptic
curves. We used a line passing through two points P; and P, on the curve E
and concluded that this line has to intersect E at a third point Ps ( Figure 3.1).
We actually used the solutions to the function 0 = mx — y + ¢ to calculate the
coordinates of the point P;. Now consider a non-trivial function f = ax+by+c
and assume that it passes through three points P, P, and Ps. If b # 0 then
Py, Py, P; # O and f has a triple pole in O. Thus

div(azx 4+ by + ¢) = [P1] + [P] + [Ps] — 3[O].

On the other hand if b = 0 then the line passes through P;, —P; and O. We
obtain

In Figure 3.1 this is Ly connecting P; and P, + P;. Now if we rewrite —P3; =
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P, + P, we get

(4.6) div (

axr + by + ¢
T — T3

) — [P]+ [P~ [P+ ] - [O],

where x3 is the z-coordinate of P;. Equivalently, we have

ax + by + ¢

[P1+P2]+[O]+div( p—

) = [P] + [P
Since we can always draw a line through two given points Py, P, € E we can
replace a divisor [Py] + [P] with [P, + P,] + [O] plus the divisor of some other
function.

We observe that the sum of points of a divisor is O and the degree of the
divisor is 0. However proving this requires more theory than introduced here,
for a proper introduction to divisor theory we refer to Washington (2008).

4.2. Calculation of pairings. In this section we will introduce the algo-
rithm from Miller (1986) for the computation of pairings. We start with the
definition of the Tate-Lichtenbaum pairing and continue with its calculation.

DEFINITION 4.7 (Tate-Lichtenbaum pairing). Let E(F,) be an elliptic curve
and fix a prime n which is not divisible by the characteristic of F,. Further,
let k be the smallest integer such that n | ¢ — 1 (embedding degree). Also
assume that fp is a function with divisor n[P + R| — n[R] for some R, and
Q1 — Q2 = Q such that P+ R, R, ()1, ()2 are all different and non-zero. We
define the Tate-Lichtenbaum pairing by

E(Fy)[n] x E(Fp)/nEFg) — T /(FX)",
(P.Q) — (P.Qh =555

and the modified Tate-Lichtenbaum pairing by
()] x E(Fp)/nEEs) — pn CF,

Ty 1

(P,Q) — (P,Q)n ™

Here E(F,)[n] denotes the elements of E with coordinates in F, and of order
dividing n and i, the set of n'" roots of unity as defined above. The group
E(F)/nE(F ) is the set of equivalence classes of points of E(F,) where two
points are considered equivalent if their difference is another point of order n.
The group ¥, /(F’,)" isomorphic to p, is the set of equivalence classes of the
elements of ¥, where two elements considered to be equivalent if they are the
same up to the multiplication with an n'" power.

<.’.>n;
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Since the final exponentiation with qkn—_l can be handled, the main goal is ac-
tually to find that function fp and calculate the pairing

_ fe(@)
fr(Q2)’

such that the divisor of fp and the divisor Dg := [Q1] — [Q2] are disjoint.

Now we want to make a connection between n and the function fp which
will allow us to calculate this pairing. We first define a function f; for ¢ > 0
such that

(P, Q)n

(i) div(f;) = D; :==i[P + R] — i[R] — [iP] + [O]
with P, @), R € E as above. We observe here that

div(f,) = n[P + R) = n[R] = [P +[0] = div(fr)
(O]

since P is a torsion point and thus nP = O. This means if we can compute
the value

fa(Q1)  fp(Q1)
(48) (@) (@) @

we have reached our goal.
We note that for ¢« = 0 we get

fo(@1)

fo(@Q2) !

since

Dy == 0[P + R] — 0[R] — [0P] + [0] = 0.

For i = 1 we have
Dy =[P+ R] —[R] — [P] + [O].

Now assume that ¢ = ax + by + c is the line through P and R, v = x + d the
vertical line through P 4+ R and O. Then we obtain

ar+by+c
@) i N@y=a
F(@2) ~ EE |,
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Now we want to use fy and f; to calculate the values fs, fs, ..., f, such that
we can compute the desired value (4.8). Therefore, assuming that the values
fi(@1) fe(@1)

5@ ™ 5@

are already calculated for some integers 7, k, we want to derive a solution for

fi+k(@1)

Fivr(@2)
As defined in (i) above f; and f; have the divisors
(1) div(f;) = D; == jIP + B] — j[R] = [jP] + [O]
2) div(fy) = Dy := k[P + R] — k[R] — [kP] + [O].

Let ¢ = ax + by + ¢ the line through jP and kP, and let v = x 4 d the vertical
line through (j + k) P. Recalling equation (4.6) we get

b
(3) div (7‘” toyte

+d ) = [jP] + [kP] = [(j + k)P] - [O].

Adding (1),(2) and (3) we get

ar + by +c

. ):DM = (j+K)[P+ R~ (j+ k)[R~ [(j + k)P]+[O].

div (f]fk
Consequently, we obtain

Fien(@1)  £(Q) (@) 2 lew-a

fj+k(Q2) f](QQ) fk(QZ) %I)%—Fc‘(z,y):%

as the evaluation of f;;; at ()1 and Q)2 which is the required value. This means
that to calculate the value of f;;; at ()1 and ()2 we we only need the values of
fj and fi there and the points jP and kP.

The following algorithm from Miller (1986) starts with f; and successively
uses point doubling and adding to reach up to f,.

MILLER’S ALGORITHM.

Input: Points P, R, Q1,2 € E and the final index n where nP = O.

Output: The value of (P,Q), = ;}’jgg;; where div(fp) = n[P + R| — n[R] —
[nP] + [O].
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Compute ¢ = ax 4 by + c the line through P and R.
Compute v = x 4 d the vertical line through P + R and O.

ax-ﬁ—by-{—c‘(z =@
Compute fi ¢ Fol———1.
z+d ‘(w’y):Qz

Let f « f1, J < P.
Write n = (n,_1,...,n1n0) in base 2.
Fori=r—2,...,0do 7-17
Let ¢ = ax + by + ¢ be the tangent at J.
S < 2J.
9. Let v = = 4 d be the vertical line through S.

10. f%fZ'f‘Ql % |Q2'

PO NSOt W=

11. J <+ S.

12. If n; =1 then

13. Let ¢ = ax + by + ¢ be the line through J and P.
14. S+ J+P.

15. Let v = x 4+ d be the vertical line through S.

16. f%f'fl'f‘Ql % ‘QQ'

17. J <+ S.

18. Return f.

The runtime of Miller’s Algorithm is determined by the point adding and
doubling steps which depend on the group order n. Recall that the input
size is ©(logq) then the algorithm makes O(klogq) point operations which is
considered to be too slow for practical purposes. This results from the choice
of ¢* which is ¢* ~ 2192* bits (or even ¢* =~ 22048) and is related to the security
of the signature scheme. We will discuss the choice of ¢* in the context of the
security of the signature scheme later in Part III.

Miller’s Algorithm is used as a basis for the calculation of pairings and there
have been numerous proposals to speed up and optimize it for specific groups
and different pairings. For example, the recent publication Costello & Stebila
(2010) proposes a precomputation based modification of Miller’s Algorithm
that is 37% faster than the original one and 19, 5% faster than other precom-
putation based approaches. For a detailed discussion we refer to some of the
publications in this area such as Costello & Stebila (2010); Galbraith, Harrison
& Soldera (2002); Tan Blake & Xu (2004)

5. Elliptic curve based cryptosystems

Having introduced elliptic curves and bilinear pairings we now look at some
examples of elliptic curve based cryptosystems. Since we later aim to analyze
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a signature scheme in the rest of this thesis, we will concentrate on signature
schemes based on elliptic curves and pairings.

5.1. El-Gamal type signature scheme. In El-Gamal (1985) the El-Gamal
signature scheme was introduced. It is based on the hardness of the discrete
logarithm problem in certain groups. We explain here an elliptic curve variant
of the El-Gamal Signature Scheme.

Given an elliptic curve E over a finite field F, (where the discrete log prob-
lem is hard) and a point P € E(F,) with a large (prime) order n. Let also
H: {0,1}* — Z, be a hash function and f: E(F,) — Z, be a function map-
ping the points on E to integers. Boris wants to verify a signature o,,(s, R)
which was signed by Aylin on a message m. He first retrieves Aylin’s public
key A = aP € E(F,) (where a is the private key). After that his verifying
algorithm does:

1. Compute vy < f(R)A + sR.

2. Compute vy <— H(m)P.

3. Check whether v, L Vs.

We deduce the signing process from the verifying equation. Consider that
R = rP where r is a random element with ged(r,n) = 1 and we also know that
for a valid signature we must have v; = vy. Thus

v = f(R)A+ sR
f(R)aP + srP
( (R)a+ sr)P

= (f(R)a+ sr)P = Loy = H(m)P.
This means that f(R)a+sr = H(m) which directly gives us the signing equation

as
s=r"'(H(m) - af(R)).
Altogether we have:

EC EL-GAMAL SIGN. Aylin signs.

Public input: The group E(F,), the base point P and its order n, the functions
H:{0,1}* - Z, and f: E(F,) — Z,.

Input: Aylin’s private key a € Z*, the message m € {0, 1}*.

Output: Signature o,,(s, R).
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. Choose a random 7 <% 7 with ged(r,n) = 1.
. Compute R + rP.

. Compute s < r~* (H(m) — af(R)) mod n.

. Return o,,, < (s, R).

=~ W N =

EC EL-GAMAL VERIFY. Boris verifies.

Public input: The group E(F,), the base point P and its order n, the functions
H:{0,1}* = Z, and f: E(F,) — Z, and the public key A of
Aylin.

Input: The message m € {0,1}* and a signature o,,(s, R).

Output: {ACCEPT, REJECT}.

. Compute vy < f(R)A+ sR.
. Compute vy < H(m)P.

Cf V1 = V2 then

Return ACCEPT.

. Else

Return REJECT.

O UL W N

For security reasons we require that the function f which converts points into
integers in the field Z,, allows preimage computation. A simple example of this
function would be just to take the z-coordinate of a given point, ie f((x,y)) = =.
This would result in at most two points yielding the same output under f which
is acceptable.

An attacker Charly can forge the signature if he can calculate the discrete
logarithm a from A = aP or by finding a collision in the hash function such
as H(m) = H(m'). Both of them are assumed to be hard problems. However
Aylin needs to be careful when signing messages. Assume that Charly obtains
two signatures (m, R, s) and (m/, R, s') signed with the same r. Then the two
equations for s and ¢ are

rs=H(m) —af(R),
rs'=H(m') —af(R).

Subtracting these would give Charly r(s—s') = H(m)—H(m’) mod n. Charly
can now compute  and with that he can obtain the private key a of Aylin.



A Multi-use Uni-directional Proxy Re-Signature Scheme 19

5.2. Elliptic curve digital signature algorithm (ECDSA). The El-
Gamal signature scheme in the raw form above is rarely used in practice. The
National Institute of Standards and Technology (NIST) proposed a variant of
this scheme in 1991 which was called the Digital Signature Algorithm (U.S.
Department of Commerce / National Institute of Standards and Technology
2000). A more recent version of it uses elliptic curves instead of multiplicative
groups in finite fields. The algorithm is actually an El-Gamal type signature
scheme with tiny modifications.

The main difference to the El-Gamal scheme above is in the verification
procedure. Although the signature in the ECDSA scheme is computed exactly
the same way as in the El-Gamal scheme, here a valid signature is verified by

rP < sV H(m)P — s~ f(R)A.
= s (H(m) — f(R)a)P

Note that the El-Gamal system requires a total of three integer times point
computations (which are expensive) in its verification equations v; = f(R)A +
sR and vy = H(m)P where the ECDSA system only needs two in s~'H(m)P
and f(R)A.

Note that there are again no special requirements to the function f. Also
as above the signer has to be careful about signing different messages with the
same random element 7.

5.3. Short signatures. Boneh, Lynn & Shacham (2004) introduces Short
signatures from the Weil pairing. The security of this signature scheme is based
on the computational Diffie-Hellman assumption which is to find abP from a
given triple (P,aP,bP), more in Part III. Compared to the ECDSA above, it
has the same level of security but half of the length: 170 bits instead of 320.
This is of course a significant improvement for low bandwidth systems and also
for systems where humans are required to type in the signature.

Given an elliptic curve E over F, and a point P € E(F,) generating the
group G. Further fix a hash function H: {0,1}* — E(F,) that maps bit strings
to points on the elliptic curve. Most importantly, choose a non-degenerate
bilinear pairing e: G X G — F satisfying Definition 4.2.

Suppose that Boris wants to verify Aylin’s signature o on a message m.
After retrieving her public key A = aP his verifying algorithm does

1. Compute u < e(H(m), A).
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2. Compute v < e(o, P).
3. Check whether v = w.
Since we know that
u=e(H(m),A) =e(H(m),aP) =e(H(m), P)* =e(aH(m), P),
we can satisfiy v = u by assuming aH(m) = 0. Altogether we obtain

BLS SIGN. Aylin signs.

Public input: The Group E(F,), the base point P and its order n, the hash
function H: {0,1}* — E(F,), the bilinear pairing e: G x G —
Fx.
q
Input: Aylin’s private key a € Z;, the message m € {0, 1}~
Output: Signature o,,.

1. Compute o, < aH(m).
2. Return o,,.

BLS VERIFY. Boris verifies.

Public input: The Group E(F,), the base point P and its order n, the function

H:{0,1}* — E(F,), the bilinear pairing e: G x G — F.
Input: Aylin’s public key A, the message m € {0, 1}*, the signature o,,.
Output: {ACCEPT, REJECT}.

1. Compute u < e(H(m), A).
2. Compute v < e(0,,, P).

3. If v =u then

4. Return ACCEPT.

5. Else

6 Return REJECT.

The security of this signature scheme is shown in the random oracle model
introduced in Bellare & Rogaway (1993). Note that the construction of a hash
function mapping to the points on the elliptic curve is not trivial. A detailed
explanation of constructing such hash functions can be found in the original
publication.
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5.4. Multi-designated verifiers signature. In the mid 90’s Jakobsson,
Sako & Impagliazzo (1996) introduced the concept of Designated verifier sig-
natures which was independently patented by Chaum (1996) as private signa-
tures. In these proposals a signature could only be verified by a unique user
chosen by the signer. The idea was that no one except the designated verifier
could be convinced by a signature because the designated verifier could also
produce the signature by himself. The authors suggested also an extension of
their scheme to a set of designated verifiers. Later in Laguillaumie & Vergnaud
(2007) this concept was formalized and multi-designated verifiers signatures
were introduced. In their publication the authors introduced a bi-designated
verifiers signature scheme which only can be validated by two designated ver-
ifiers (Boris and Charly) chosen by the signer Aylin. The idea behind the
signature is that for a fourth party David, the signature states that either
Aylin produced the signature or Boris and Charly together produced the
signature.

Consider an elliptic curve E, two groups G and H of large prime order
n and P € E a generator for G. Chose a non-degenerate bilinear pairing
e: G x G — H and a hash function H: {0,1}* x H —» G.

Aylin (the signer) chooses her private key as a <= Z* where her public key
P4 = aP. Boris (verifier #1) chooses his private key as b <= ZX where his
public key Pg = bP. Charly (verifier #2) chooses his private key as ¢ <= Z*
where his public key Po = cP.

As before suppose that Boris wants to verify a signature o, = (Qa, R, ¢)
which was generated by Aylin for Boris and Charly the designated verifiers
on a message m. Now Boris retrieves the public keys P4 and Py . Then the
verifying algorithm does

1. Compute u < e(Py, Pc)’.

[N

. Compute M < H(m,u").

o

. Compute Pgo <+ P + Pc.

B

. Check whether e(Qa, Pa)e(R, Ppc) = e(M, P).

If Charly instead of Boris verifies the signature he just replaces Pg with Po
and b with c. A signature o, is valid iff the equation e(Qa, Pa)e(R, Ppc) =
e(M, P) holds. As before we construct R = rP with a random integer r.
Assuming that ¢ is another random integer, we can deduce the signing process
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as

e(M, P)

e(Qa, Pa)e(R, Ppc)
e(Qa,aP)e(rP, (b+ c)P)
e(aQa, P)e(r(b+ c)P, P)
e(aQa+r(b+ )P, P).

This is satisfied if

M=aQs+1(b+c)P, or
Qa=a (M —rb+c)P).

Now we summarize both processes.

MDVS SIGN. Aylin signs.

Public input: Two groups G and H, the base point P and its order n, the non-
degenerate bilinear pairing e: G x G — H, the hash function
H:{0,1}* xH — G.

Input: Aylin’s private key a € Z), the message m € {0,1}*, Public keys Py

and Pr of Boris and Charly.

Output: Signature o,.

Choose two random integers r, £ <= 7.
Compute Pge < P+ Pc.

Compute u « e(Pg, Po)".

Compute M < H(m,u").

Compute Q4 < a (M — rPpc)

Set g, + (QA,R, E)

Return o,,.

N Ot W=

MDVS VERIFY. Charly verifies.

Public input: Two groups G and H, the base point P and its order n, the non-
degenerate bilinear pairing e: G x G — H, the hash function
H:{0,1}* xH — G.
Input: Public keys P4 and Pg of Aylin and Boris, the message m € {0,1}*,
the signature o,),.

Output: {ACCEPT, REJECT}.
1. Compute u < e(Py, Pp)°.
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. Compute M < H(m,u").
. If w= M then

Return ACCEPT.

. Else

Return REJECT.

o U W N

Taking into consideration the examples above one can still see the “touch”
of El-Gamal in the equation Q4 = a™'(M — rPg¢). This scheme is also secure
in the random oracle model, as proven by the authors.

There have been numerous other publications about designated verifiers sig-
nature schemes. These suggest universal designated verifiers signature schemes
and constructing designated verifiers signatures from any non-degenerate bi-
linear mapping for details see Laguillaumie & Vergnaud (2004); Saeednia et al.
(2003); Steinfeld et al. (2003).

5.5. Proxy re-signatures. In Blaze, Bleumer & Strauss (1998) introduced a
new cryptographic primitive called atomic prozry cryptography, in which a semi
trusted proxy converts signatures of Aylin into signatures of Boris on the same
message. However, in this process the proxy can not sign arbitrary messages
for both parties. Until the publication of Ateniese & Hohenberger (2005), this
cryptographic primitive was widely ignored by the cryptographic community.
The authors revised the primitive and provided appropriate security definitions
for the random oracle model. They also introduced two new proxy re-signature
schemes (1) multi-use bidirectional and (2) single-use unidirectional.

5.5.1. Multi-use bidirectional scheme. Given the security parameter k
fix two groups G; and Gy of prime order n, a generator P for Gy, a non-
degenerate bilinear mapping e: G;xG; — G and a hash function H: {0,1}* —
Gl.

In this type of schemes we have three parties to consider. Aylin the dele-
gator with public key A = aP, the proxy who converts the signatures of Aylin
into signatures of Boris identified by his public key B = bP. The proxy is
able to do this with the re-signature key Rap = 2 which by assumption the
proxy already has. Note that there are many secure ways of computing Rap,
an example is mentioned in Ateniese & Hohenberger (2005).

As before we will begin with the verification of a signature o which was
generated by Aylin. Let us assume that Charly wants to verify o. After
retrieving A = aP the verifying algorithm checks if the equation

e(o, P) = e(H(m), A)
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holds. Since a valid signature ¢ fulfills this equation we have

e(o, P) = e(H(m),aP)
e(aH(m), P).

So ensuring o, = aH(m) yields a valid signature. This is exactly the sign-
ing algorithm. Considering that the proxy has Rap = g, the resigning of a
signature o into o’is quite trivial as

o, = Rap-om =bH(m).
Now we give an overview of all three algorithms.

ALGORITHM. Aylin signs.

Public input: The groups G; and G, , the base point P and its order n,
the bilinear pairing e: G; X G; — Gy and the hash function
H:{0,1}* = Gy.

Input: Aylin’s private key a € Z, the message m € {0, 1}*.

Output: Signature o.

1. Compute o < aH(m).
2. Return o.

ALGORITHM. The proxy re-signs.

Public input: The groups G; and G, , the base point P and its order n,
the bilinear pairing e: G; X G; — Gy and the hash function
H:{0,1}* = Gy.
Input: The re-signature key Rap = g, the message m € {0,1}* and the signa-
ture o.
Output: o’.

1. Compute o’ < Ryp - 0.
2. Return ¢’.

ALGORITHM. Boris verifies.

Public input: The groups G; and G, , the base point P and its order n,
the bilinear pairing e: G; X G; — Gy and the hash function
H:{0,1}* = Gy.

Input: Aylin’s public key A, the message m € {0,1}* and the signature o.
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Output: {ACCEPT, REJECT}.

Compute U < e(H(m), A).
Compute V < e(o, P).
If V' =U then
Return ACCEPT.
Else
Return REJECT.

SRR

5.5.2. Single-use unidirectional scheme. Again fix two groups G; and
G, of prime order n and also generators P and () for G;. Choose a non-
degenerate bilinear mapping e: G1xG1 — Gy and a hash function h: {0,1}* —
7.

In this scheme we again consider three parties Aylin, Boris and the proxy.
The difference here is that the users have public key pairs instead of just one
public key. This means that, for Aylin we say that she has a public key pair
A=aP /A = éQ where a is her strong secret and a() her weak secret. Similarly
Boris has a public key pair B = bP, B’ = %Q where b is his strong secret and
b(Q) the weak one.

Again we assume that the proxy already has the re-signature key Rap = gQ
which enables him to convert signatures of Aylin into signatures of Boris.
Since this scheme allows the proxy to convert a signature only once, we are
distinguishing between a lavel 0 signature and a level 1 signature. Now assume
that Charly wants to verify the level 0 signature o(® = (s, R) generated by
Aylin on a message m € {0,1}*. His verification algorithm checks if the
equation

(5.1) e(P,sQ) = e(A, R)e(A, h(m||R)Q)

holds. Similarly as above we construct R = r() for a random integer r. Since
a valid signature fulfills the equation (5.1) we obtain

e(P,sQ) = e(4,
e(aP, R+ h(m||R)Q)
=e(P,a(R+ h(m||R)Q))
(P, a(h(m[|R) +7)Q).

Now we can see that a level 0 signature can be signed by

0 = (s, R) = (a(h(ml||R) +1),7Q).

R)e(A, h(m||R)Q)

=c
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If the proxy is asked to convert this signature 0(® = (s, R) into o) = (s, R)
with the re-signature key Rap = %Q he computes

o) (sRap, R) = (SSQ, R) = (b(h(m]||R) +7)Q, R).

This slightly changes the verification process for a level 1 signature. If Charly
wants to verify a level 1 signature ¢(!) = (S, R) with the public key B of Boris
he checks if the equation

e(P, ) = e(B, R)e(B, H(m||R)Q).
holds. Notice that Aylin can also directly produce a level 1 signature as
o = (a(H(m||R) +1)Q,1Q).

The difference between the verification of a level 0 and a level 1 signature can
be seen clearly in the overview of all three algorithms.

ALGORITHM. Aylin signs.

Public input: The groups G; and Gy , the generators of P and ) Gy, the
non-degenerate bilinear pairing e: G; x G; — G and the hash
function h: {0,1}* — Z).
Input: Aylin’s private key a € ZY, the message m € {0,1}*, £ € {0,1} the
signing level.
Output: Signature o).

. Choose a random 7 <2 7.
. Compute R < rP.

. If £ =0 then

s < a(h(m||R) + ).
o+ (s, R).

. Else if £ =2 then

S« a(h(m||R) +1)Q.
oW« (S, R).

. Return ¢®.

© 00O U W N

ALGORITHM. Proxy Re-signs.

Public input: The groups G; and G, , the generators of P and ) G, the non-
degenerate bilinear pairing e: G; X G; — Gg, the hash function
h:{0,1}* — Zx.
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Input: The re-signature key R p = gQ, the message m € {0,1}* and a level 0
signature 0(® = (s, R)
Output: A level 1 signature o).

1. Compute S < sR4p.
2. Set oM «+ (s, R).
3. Return o).

ALGORITHM. Boris verifies.

Public input: The groups G; and G, , the generators P and () of G, the non-
degenerate bilinear pairing e: G; X G; — Gy, the hash function
h:{0,1} — Zx.
Input: Aylin’s public key A, the message m € {0,1}* and a signature o*) valid
for A.
Output: {ACCEPT, REJECT}.

1. If £ =0 then

u < e(P, sQ).
2. Else if £ =1 then

u <+ e(P,s).

. Compute v + e(A, R)e(A, h(m||R)Q).
. If v =u then
Return ACCEPT.
. Else
Return REJECT.

O U W

Note that in both schemes we could require the proxy to verify the input
signature before translating it. The security of these schemes was shown in the
random oracle model for details see 77.

The left open challenge was to find a uni-directional multi-use proxy re-
signature scheme. This in Libert & Vergnaud (2008a). This scheme will be
analyzed in detail in this thesis.

5.6. Proxy re-encryption. Similarto prozy re-signatures a proxy re-encryption
scheme allows a semi trusted entity called proxy to translate a ciphertext en-
crypted with the public key PK 4 into a ciphertext encrypted with a distinct
other public key PKpg. However the proxy cannot learn anything about the
messages encrypted under either key. Also based on the publication of Blaze,
Bleumer & Strauss (1998), there have been numerous proposal for prozy re-
encryption schemes (Ateniese, Fu, Green & Hohenberger 2006; Canetti & Ho-
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henberger 2007; Chow, Weng, Yang & Deng 2010; Libert & Vergnaud 2008b).
Although all these schemes have very interesting properties and applications,
a sophisticated analysis is not within the limits of this thesis. For more infor-
mation on proxy re-signatures and proxy re-cryptography see Shao (2009).

5.7. Tripartite Diffie-Hellman key exchange. In Joux (2004), another
useful application of pairings was introduced. The author suggested a one round
protocol for tripartite Diffie-Hellman which allows three parties to exchange a
session key in just one round. The natural variant of the Diffie-Hellman key
exchange protocol (Diffie & Hellman 1976) needs two rounds.

Again, let E be an elliptic curve over F,, P € E(F,) a generator for the
group G and e: G X G — F a non-degenerate bilinear pairing.

The parties Aylin, Boris and Charly want to agree on a session key. Thus,
they do the following:

3-PARTY DIFFIE-HELLMAN PROTOCOL. Aylin.

Public Input The group G, the base point P and its order n, the bilinear
pairing e: G X G — F7.

Input: Aylin’s private key a, B public key of Boris, C' public key of Charly.

Output: Session key K.

1. Compute K <« e(B,C)".
2. Return K.

3-PARTY DIFFIE-HELLMAN PROTOCOL. Boris.

Public Input The group G, the base point P and its order n, the bilinear
pairing e: G X G — FJ.

Input: Boris’ private key b, A public key of Aylin, C' public key of Charly.

Output: Session key K.

1. Compute K < e(A, C)°.
2. Return K.

3-PARTY DIFFIE-HELLMAN PROTOCOL. Charly.

Public Input The group G, the base point P and its order n, the bilinear
pairing e: G X G — F.

Input: Charly’s private key ¢, A public key of Aylin, B public key of Boris.

Output: Session key K.
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1. Compute K < e(A, B)°.
2. Return K.

In the end all parties have the session key K = e(P, P)®. Note we need
a pairing with e(P, P) # 1. Naturally we require that the discrete logarithm
problem is both hard in the group G and in F/, a detailed security discussion can
be found in the original publication. Note also that despite this looks somehow
nice on paper, in practice it is not really efficient because of the nature of
pairings. Since they map points to elements of a multiplicative field, one has
to increase the size of the field for security which again effects the computation
of a pairing. The current communication speed on digital channels neutralizes
the “gain” of this key exchange scheme.

5.8. Other uses of pairings. The last example above shows that pairings
are not, only interesting in digital signatures. There are numerous other cryp-
tographic settings where pairings are used. Some very interesting topics in
pairing based cryptography are:

o Identity based cryptography

Authentication

O

O

Threshold cryptosystems

@)

Traitor tracing

@)

Hierarchical cryptosystems

The pairing based crypto lounge Barreto (2009) provides an excellent resource
for further information and research on areas based on pairings.






A Multi-use Uni-directional Proxy Re-Signature Scheme 31

Part 1T
The Signature Scheme

Suppose that you are the holder of a document m which has been issued and
certified in the form of a signature by a specific domain A. After a while you
want or need to change your membership to another domain B and want to take
your documents with you without loosing their originality. For example, this
can be the true for digital rights management (DRM) systems, or for public
key certificates validated by different certification authorities (CA), or even for
future e-passport systems. In short, the valid signature o4(m) which ensures
the authenticity of the document m for domain A has to be somehow changed
into op(m), a valid signature on the same document m for the domain B. The
detailed form of these cases will be discussed in Part V.

6. The trivial solutions

The first trivial solution to the problem above would be removing the signature
of Aylin (owner of domain A) from the document and replacing it with a sig-
nature of Boris (owner of domain B). This solution, however, is not acceptable
since the document can be altered during the re-signing process. This solution
would also require interaction between domains and the document holders, may
be even for terabytes of data. Considering that there are hundreds of thousands
of users, an attacker could expose Aylin’s and maybe also Boris’ secret.

The second trivial solution for changing the signature from a specific domain
to another would be, that the holder Oscar of the document m, asks Boris
to over-sign the document m with the signature of Aylin on it. This means
that Boris just adds his signature on the document as depicted in Figure 6.1.
However, this simple solution has significant disadvantages. First of all Boris
must either sign all the documents himself or he has to delegate his signing
rights to some other entities. For Boris this means the following:

o It is wery inefficient. For example in the case of the DRM platforms,
there are many users and many files, which would mean that Boris has
to verify the authenticity of terabytes of data and over-sign them all.

o This could also be a security risk, since attackers could impose as false
domains and attack Boris or his delegatees during signing processes.

On the other hand this means for Oscar:
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Figure 6.1: Trivial OverSign() process

o Boris knows directly that Oscar has his document from Aylin which
compromises Oscar’s privacy.

o Each translation causes the actual document m to grow since the new
document m’ would also include the signature of Aylin. Using a short
signature of Boneh et al. (2004) as introduced in Part I, the signature
of Aylin on m is o4(m) = aH(m) then Boris over-signs it as og(m’) =
bH(m||oa(m)). The new document would be m’ = m||o4(m) which has
the signature o4(m) of Aylin appended to the original document m.

Let us also consider another practical case, where in a company users are
separated into independent working groups and each one of them is mandated
by a supervisor. The outcome of a project of some cooperating working groups
has to be signed by the private key of the company. The trivial solutions would
reveal the internal structure of the company as well as the working groups.
This is clearly not in the best interest of the company.

7. Requirements

We conclude here that for some application areas as mentioned above and
discussed later in Part V, the trivial solutions are not appropriate. Thus, the
amount of data and the unavailability of the domain owners’ private keys sk
and skpg, another entity is required to translate a signature from one domain
(Aylin) into another (Boris). We require that:

1. This entity, called, prozy is only semi-trusted and the information (the re-
signature key) that he is granted is limited. This means that a corrupted
proxy cannot expose secrets of the domain owners.



A Multi-use Uni-directional Proxy Re-Signature Scheme 33

2. Uni-directional, multi-use. The re-signature key, available to the
proxy allows him only to translate signatures from Aylin to Boris and
not vice versa.

3. Private proxy. The re-signature keys available to the proxy can be kept
secret.

4. Non-transitivity. The re-signature key R4p which allows the proxy to
translate signatures from Aylin to Boris and the re-signature key Rpc
which allows the proxy to translate signatures from Boris to Charly,
does not give him the ability to calculate the re-signature key Rc for
translating signatures from Aylin to Charly directly.

5. Non-interactive. The re-signature key R4p can be calculated without
the interaction of Aylin.

6. Transparency. Users do not need to know that a proxy translated the
signature.

7. Unlinkability. The translated documents can not be linked to the pre-
vious signer Aylin, ie. the new signature has no connection with Aylin
and it is a perfectly valid signature of Boris.

8. Key optimal. The domain owners do not need to store more information
than their secret key sk.

Obviously we also need that this signature scheme is secure against chosen
message attacks, desirably in the standard model. This requires a bullet proof
security definition and proof of the security which we discuss in Part I1I. Now
we introduce the multi-use uni-directional prozy re-signature scheme from Lib-
ert & Vergnaud (2008a), step by step, for a comprehensive understanding.

8. A multi-use uni-directional proxy re-signature

As in Part I, instead of writing down all the formal definitions, we will try to
explore this signature scheme step by step for a clear understanding. Assume
that we have a signature o4(m) from an entity Aylin on a document m and
we want this document to be authentic for another entity Boris. Since at this
point this signature o 4(m) can be an arbitrary signature scheme, we remember
the short signature from Boneh, Lynn & Shacham (2004) introduced in Part I.
It is safe and also practical to assume that we have a short signature of Aylin
on the message m.
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More formally, for a generator P of the group G, a hash function H: {0,1}* —
G and a non-degenerate bilinear mapping e: G x G — Z;:

o The public and private key pair of Aylin is (X4, 74) with 14 € Z) and
XA = l‘AP.

o The valid signature o4(m) of Aylin on m € {0,1}* is computed as
oa(m) =09 =xaH(m).

o A signature is verified by checking e(og, P) = e(H(m), X4).

Note that as in every signature scheme the public key is needed for verifica-
tion. This means that the short signature is actually a four tuple o4(m) =
(xaH(m), X4, H(m), P) with the public key X4, the hash value of the mes-
sage H(m) and the generator P of the group G. To understand the relation
of these 4 elements, we graphically connect them to a big “H” as shown on the
left side of Figure 8.1.

oo H(m)
o0 _H(m) X4

P P P

e(og, P) =e(H(m), X,y) <
P Xa

Figure 8.1: The H-representation

This H tells us that, pairing of the signature oy and the base point P equals
the pairing of the hash value H(m) of the message and the public key X4,
depicted in the middle of Figure 8.1. Equivalently the discrete logarithm to
base P of oy is equal to the discrete logarithm of H(m) to base P times the
discrete logarithm of X, to base P. This is expressed in a slightly unusual
discrete logarithm notation on the right hand side of Figure 8.1.

Now we want the proxy to re-sign this signature into one which is valid for
the public key X5 = 5P of Boris. To do so, the proxy has to blind out the z 4
in the signature to assure unlinkability to Aylin and use the information that
he has, namely the re-signature key, in constructing the translated signature
appropriately. We want the signature

(8.1) % _ Him)
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to be changed into another signature like

o
where the encircled element of equation (8.1) is changed into an element —.

Since 7, cannot be Xp because for that transformation the private key of Aylin
is needed, it has to fulfill another relation like

01 o_1 XB

P P P
The translated signature has three elements (,7;,7_1) and is related to the
public key Xp of Boris. They fulfill the following relations:

Converting these discrete logarithm relations into pairing equations we get

e(do, P) = e(H(m),71),
e(El,P) = 6(5_1,XB).

Graphically speaking, from these two equations we get two H s which are
connected to each other. This means that the proxy extended the signature by
adding one H with two new elements to the original H as shown in Figure 8.2.

Now we want to determine the relations between the elements of the orig-
inal signature and the elements of the translated signature to understand the
translation process. First, we know that the public key of Boris is Xg = xgP
and o_; = tP where xp,t € Z,;. Thus, to fulfill the relations from above we
have 7, = txgP and oy = trgH(m). Consider Figure 8.3, the original signa-
ture of Aylin on the left side is translated into a signature of Boris on the
right hand side.

Since t cannot be ;—A because the proxy is only semi trusted we know that

t=r- “ for some r <% ZX Therefore oy =rXgando_y =1r- “P Now we

can clearly see what happens in the translation process, the proxy, "on receiving

a valid signature o = x4 H(m) for the public key X4 = 24P, chooses a random
& Z, and re-signs the signature as:
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oo H(m) oo  H(m)
P Xa P 01 T_1
P Xp

Figure 8.2: Extending the “H”.

oo =x4 - H(m) go=1t-xp-H(m)

——————— —

Xa=z4-P Gi=t-axp-P
og_1=t-P
XBICEB P

Figure 8.3: Translation of the Signature x4 H(m)

o = (09,01,0-1) = (r-og,7 - Xa,r- i—;P) = (r-xaH(m),r-xaP,7- Rap).
Setting t = ri—g yields:
(82) o = (50,51,5_1) = (t:EBH(m),thP, tP)

One verifies the signature by checking the two H relations:

°

e(@o, P) = e(H(m),71) A e(@, P)=e(@1, Xp).

Note that we assume that the proxy already has the re-signature key which
is Rap = i”—gP. This re-signature key can be calculated as (zp) ' X4 = i—gP
and given to him by Boris without interacting with Aylin (non-interactivity).

Note also that R4p allows the proxy to convert signatures only from Aylin
to Boris and not the other way around (uni-directionality).

In equation (8.2) we see that Boris can also construct this signature by
himself. This means that one cannot distinguish between a translated signature
and signature which was signed like that (transparency).
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The idea behind this is to exploit the Diffie-Hellman assumption that given
tP for some ¢t € Z; it is hard to generate {xpP without knowing the secret
wp € Z) of Boris. The valid short signature o = x4H (m) is re-randomized
and blinded into & = (txpH(m), trzP,tP) with a random element ¢ € Z.

Now we want use this idea of re-randomizing and blinding by adding two
new elements iteratively to extend the translation process into a multi-use
scheme. To obviate confusion we call the short signature of Boneh et al. (2004)
a level 0 signature and the translated one a level 1 signature, thus a signature
which was translated ¢ times, will be called a level ¢ signature. Now consider
the level ¢ signature with 2¢+1 elements valid for the public key X; represented
in the “H” form shown in Figure 8.4.

oo H(m)
P o1 01
P 02 02

Figure 8.4: An level ¢ signature

As we know each H corresponds to one bilinear verification equation as
?

e(-,-) = e(+,-), counting a total of ¢ + 1 for a level ¢ signature. Using the
discrete logarithm notation from above we observe that for a valid signature
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the following equations hold:

oo H(m) o1

P P P o o, o

P P o

— 03
P P P’

Oy O_y Xi

P P P’
We also observe that, all these equations are connected to each other like chains.
o
For example in the first equation we can replace Fl using the second equation

O'()_H('Iﬂ) 0_1
P P P '

Repeating this for all equations results in ¢ + 1 equations

to obtain

(0) oo _ H(m) 01 0905 Ot1 0-¢ X;
P P P PP P P P’
(1) o1 _ 01 92 7 Xi
P P P P P’
(2) 09 . O_9 0_3 O_y Xz
P P P P P’
(3) o3 0.3 0.4 o_¢ X;
P P P P P’
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Now we want to interpret these equations. We know that X; = x;P and we
write the elements o), = r,P for k € {1,...,(} with r, € ZY. This means
that

oy=rP, o1 =r P -, 0o9=mP o1=rP

One can verify the valid level ¢ signature ¥ (m) on message m for the
public key X; by checking the following ¢ 4 1 equations:

2

(0) e(0o, P) = e(H(m), 01),
(k) e(o, P) = e(op1,0.4) ke{l,....0—1},
(0) e(oy, P) a8 e(o_g, X;).

Thus a level ¢ signature valid for the public key X; has the form as in Figure 8.5
which also shows the signing process at level £. In short ¢ random coefficients
r, <2 7% for k € {1,...,£} are chosen and multiplied as in Figure 8.5.

o5 = (rg--r1)a H(m),
J%Z) = (TZ ......... Tl)vl.ipy O'_Z% — TlP,
Uég) = (re-- - ro)r; P, cr(% =1roP,
O'y) = (7’1 T3)J',L'P, O'f% = T3P,
Ué@ = rez; P, 0(2 =rP.

Figure 8.5: Coefficient Representation

To understand the translation process, we now want the proxy to translate
this signature into a level ¢ + 1 signature valid for the public key X; = z;P
of user j. Similar to Figure 8.2, the proxy has to add one H at the end of
Figure 8.4 for blinding out the public key X;. We assume that user j has already
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o Oy Oy 0
P X; P X, P=Ry
P X;

Figure 8.6: Appending one H to a level ¢ signature

delegated the re-signature key R;; = ;”—]?P = xj_lXi to the proxy. As before the
proxy adds one H at the end of the signature as shown in Figure 8.6. The
resulting signature is perfectly valid for X; the public key of user j. However,
the elements X; and R;; are visible and allow an attacker extract to the re-
signature key from it. Thus the proxy wants to blind out the re-signature key
R;; and the public key X; of user ¢. To do so, the proxy choses a random
o1 <2 Z; and re-randomizes X; and R;; as ty41.X; and t,1R;; respectively.

01 O_ygy1 201 O_ppt
P oy Oy : P Gyt O
S SEERRIRe S T
1
P X; P to1 X o1 Rj

Figure 8.7: The re-randomization of the level ¢ 4 1 signature
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Now consider Figure 8.7, we observe that the equation of the H inside the
(green) dashed frame will not hold if &, = o, and @y = o_,. Therefore the
proxy multiplies o, with ¢,,; such that o, = ty,10,. Since all the H-s are con-
nected to each other the multiplication o, = t,, 104, clearly breaks the equations
of the upper H-s. To reassure the equations of each H the multiplication with
ter1 has to ripple all the way up to g = ty,100.

However this is not the only problem which occurs while translating the
signature. Since at this point the proxy did not do anything to _; for k €
{1,...,¢}, the signature is easily linkable to its predecessor because 7_, = o_,
, O_¢41 = O_y41 ..., 01 = 0_1. Thus, the proxy chooses another random
coefficient t, <% Z; and re-randomizes o_y as _y = t,o0_,. Again the relation
of the H inside the (green) dashed frame is broken. So, the proxy has to multiply
oy with ¢, to reassure the integrity of this H and since we have o, = t,1t00
the multiplication with ¢, also has to ripple all the way up to @, which is now
00 = le+1t000.

Now consider the H inside the (blue) dotted frame, we have 7, = t,,1t,0y,
also to avoid linkability here, the proxy chooses another random coefficient
te—y <= ZX and multiplies 0_sy with it which means that 7,41 = t;_10_¢41.
The multiplication o, = tyi1tstsy_100—1 then reassures that the equation of
the H inside the (blue) dotted frame holds. But to reassure the integrity of the
upper H-s this multiplication with ¢,_; has also to ripple all the way up to &g
which is then oy = t,1tsty_109. Following this process up to the top, we get
the translated level ¢ + 1 signature as

Go = (teg1---t1)oo

o1 = (tegr-- - ty)oy, o_1 =101,
Oy = (tpgr--- - to)oo, 0_9 = a0 _9,
T3 = (tes1 - - t3)03, 0_3 =130 _3,
¢ = tep1teoy, 0 =10y,
Oop1 = top1Xy, O_p—1 =ty 1 Ryj.

L

Setting 7¢y1 = tep12t and 7 = try for k € {1,..., £} gives us similar to
Figure 8.5 that the level ¢ + 1 signature is valid for the public key X; on the
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Same message m

+1 41 41 l+1 £+1 0+1
T (m) = (o), ST gD G g

ol = (Fypy - - 7)), H(m),
(e+1) _ (Fogpoveenn 1)a, P, (f;“) = 7P,
yﬂ) = (Foqr---- - o)1 P, (—@Ll) =1y P,
Y = (Feyr - Ta)a, P, Y =P,
crégﬂ) = Top1Tex; P, o(f;l) =7r,P,
o) = Fe P, o = Fe P

Note that we already explained the relation between the verification equa-
tions and the elements of the signature with the H notation. In the next section
we define a set of tools which help us to understand the signing an re-signing
processes explained above.

9. Building blocks of signature scheme

In this section, we decompose the signature scheme into simple building blocks.
These simple building blocks will make it easier to understand the following
sections.

9.1. The building blocks. Recalling the previous section, we can divide
the building blocks into two main categories. In the first category we have the
building blocks which lengthen the signature. In the second category we have
the building blocks which randomize the signature elements.

9.1.1. Lengthening the signature. We can extend a level ¢ signature by
one H in two different ways. Namely, by adding a trivial H or by adding a
re-signature H, which are both explained below.
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Building block |ADD TRIVIAL H|. This building block on input a level ¢
signature valid for the public key X; extends the signature by one H as shown
in Figure 9.1. Despite the redundancy of the last H, the result is a level £ + 1

o Oy Oy O
ADD
F{ TRIVIAL
P X f P X, P
P X;

Figure 9.1: Adding a trivial H to a level ¢ signature

signature still perfectly valid for the public key X;.

Building block |ADD RE-SIGN H|. This building block on input a level ¢
signature valid for the public key X;, a re-signature key R;; = 2P and another

public key X; extends the signature by one H as shown in Figure 9.7. The

o Oy Oy O
ADD
I RE-SIGN
P X;

Figure 9.2: Adding a re-signature H to a level ¢ signature

resulting level ¢ + 1 signature is now valid for the public key Xj.
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9.1.2. Randomization of the signature elements. Recall the previous
section where we observed that a multiplication of a signature element ripples
all the way up to reassure the integrity of each upper H. We start with the
introduction of the building block |RE-RANDOM i | which starts randomizing at
a certain height 7 of the input signature with only one coefficient.

Building block |RE-RANDOM i|. This building block on input a level £ > i
signature chooses a random coefficient r; <% Z, and multiplies the elements

0o, --.,0; and o_; with r; as shown in Figure 9.3. The resulting new signature
oo H(m) rioo  H(m)
P 01 P ;01
I I
0; 0— 0y ri0—q
RE
®"| RANDOM 4 |
P Oi+1 P Oit+1
gy O_y Oy g_y

Figure 9.3: Re-randomizing o) at height i

is still perfectly valid for the public key Xj.

Building block |RE-RANDOM|. This building block on input a level ¢ sig-
nature chooses ¢ random coefficients 7,...,r, <& Z, and multiplies them

4
as shown in Figure 9.4. Note that [RE-RANDOM| = [] |RE-RANDOM 7| where
=1




A Multi-use Uni-directional Proxy Re-Signature Scheme 45

the product means that all |[RE-RANDOM i | are applied one after another. The
resulting signature is still perfectly valid for the public key X;.

90 H(m) re---r100  H(m)
P 71 P Ty 7107
| I
i O—i T TG Ti0—
RE
°—| RANDOM [~
P Tit1 P Te o Tig10i4
Oy O_y TvOp O _p
P X; P X;

Figure 9.4: Re-randomizing o¥) completely

We observe that lengthening and re-randomizing the signature is easy. Now

we want to explain the signing and re-singing processes using these building
blocks.

9.2. Signing at level /. Recall that a level 0 signature ¢® valid for the
public key 24P = X4 of user A in the H representation looks like Figure 9.5.
After computing this ¢(*) user A uses the building block [ADD TRIVIAL H|on
o© ¢ times and obtains an extended level 0 signature as depicted on the left side
of Figure 9.6. User A then uses building block on this extended
signature and obtains o) which is depicted on the right hand side of Figure 9.6.

Summarizing this, a user A with public key X, first computes a level 0
signature 0(® and uses the building block |ADD TRIVIAL H|/ times to lengthen

the signature. Using the building block | RE-RANDOM | on this extended signature
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xaH(m) H(m)

P X4

Figure 9.5: A level 0 signature

re--rixaH(m) H(m)

P rpomXy
|
|
P Ty 'II'ITXA I7P
RE
*—1 RANDOM [
X4 P 1o Xg
I I
I I
XA P T’EXA T'gP
P X4 P X

Figure 9.6: Re-randomizing the extended o)

gives A proper a level ¢ signature.

9.3. Re-signing a level ¢ signature.

Now suppose that a proxy is asked

to re-sign the level ¢ signature valid for the public key X 4 of user A from above
into a level ¢ + 1 signature valid for the public key Xg of user B. Assuming
that user B already delegated the re-signature key i—f;P = Rp to the proxy,
the re-signing process can be explained in two steps.

Step 1. The proxy uses the building block | ADD RE-SIGN H|to append a new
H consisting of the re-signature key Rsp and the new public key Xp to the
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level ¢ signature from above as shown in Figure 9.7. The result is a level £ + 1

90 H(m) of)  H(m)
P 01 P 01
I |

I N

Oy O_y Oy 0y

P XA P .’L‘AP Rap = T_IAP

| ADD
RE-SIGN H 1
P XpB

Figure 9.7: Step 1: adding the re-sign H

signature perfectly valid for the public key Xp.

Step 2. Now the proxy uses |[RE-RANDOM | to re-randomize the signature and
blind out the elements. As shown in Figure 9.8 [RE-RANDOM | chooses ¢ + 1

random coefficients (rpy1,...,71) <= ZY and multiplies them accordingly.
Summarizing the results from above we now write down everything in a formal

notation.
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oo H(m) (reg1---m)oo  H(m)
P 01 P (res1---11)01
| RE
Oy O_y RANDOM Te+1T¢ Oy Ty O—¢
P zaP  Rup P 11 Xa meBRap
P Xp P Xp

Figure 9.8: Step 2: Re-randomization of the re-signature

10. Formal definition

First we recall the formal definition of a prozry re-signature scheme from Ate-
niese & Hohenberger (2005).

DEFINITION 10.1. A (uni-directional) proxy re-signature scheme for N signers
and L levels consists of the following six randomized algorithms:

1. Setup()\): On input of the security parameter X\, this randomized al-
gorithm produces the public system parameters cp. It will be run by a
trusted party.

2. KeyGen(cp): On input of the public parameters cp this probabilistic
algorithm outputs a users’ public and private key pair (pk, sk).

3. ReKeyGen(cp, pk;, sk;): On input of the public parameters cp, signer
i’s public key pk; and user j’s private key sk; this (non-interactive) algo-
rithm outputs a re-signature key R;; that allows translating signatures of
user i into signatures of user j.

4. Verify(cp,m, ¢, afz),pk:i): On input of the public parameters cp, a mes-
sage m € {0,1}*, a level { signature o) and a public key pk;, this de-
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terministic algorithm outputs 1 if 00 is a valid signature for pk; or 0 if
otherwise.

5. Sign(cp,m,t, sk;): On input of the public parameters cp, a message m €
{0, 1}* and the signers private key sk; this randomized algorithm outputs

a signature ai(z) (m) of user i on the message m at level { € {0, ..., L}.

6. Re-Sign(cp, m,/, agé),Rij,pki,pkj): Given the public parameters cp, a
message m € {0,1}* , a level ¢ signature cri(g) of user i, the re-signature

key R;j, this randomized algorithm produces UJ(@+1 a level ¢ + 1 signature

for user j if cri(g) is valid for the public key pk;.

Here ) is the security parameter and both the number N of users and the
number L of allowed translations (levels) are polynomial in \. We require that
for all A € N all system parameters cp produced by Setup(), for all public
and private key-pairs (pk;, sk;), (pk;, sk;j) produced by KeyGen() and for any
¢ €/0,...,L} and messages m € {0, 1}*:

Verify (cp, m, ¢, Sign(cp, m, ¢, sk;), pk;) = 1 .

Verify(cp, m, ¢, ReSign(cp, m, ¢, Sign(cp, m, ¢, sk;),
ReKeyGen(cp, pki, sk;)), pk;) = 1 .

Now we will specify the implementation of the multi-use uni-directional proxy
re-signature scheme from Libert & Vergnaud (2008a).

The multi-use uni-directional scheme

Setup()\): On input of the security parameter A € N, this algorithm chooses
bilinear groups (G, Gr) of prime order p > 2*, a generator P € G and a hash
function H: {0,1}* — G. The public system parameters are

cp:={G,Gp, P H}.

Keygen(cp): User i’s public and private key pair is (X;, ;) with a random
5222 X
T; <— Zp .

ReKeygen(cp, X;,z;): This algorithm outputs the Re-Signature key as R;; =

%Xi = 2t P which allows the proxy to translate signatures of user 7 into signa-
J J

tures of user j.
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Verify(cp,m, ¢, 0, X;): The validity of an level ¢ signature
oO(m) = (09,01,...,00,0_4,...,0_1) € G¥**!
on a message m € {0, 1}* for the public key X; is verified if the £+ 1 equations
(10.2) e(00, P) = e(on, H(m)),
(10.3) e(o, P) = e(opi1,0-4) for k€ {1,...,0—1},
(10.4) e(oy, P) - e(Xi,04)

all hold. For ¢ = 0 this specializes to the following:

e(a©, P) £ e(X,, H(m)).

Sign(cp,m, ¢, x;): On input a message m € {0, 1}* and a private key x;, this
algorithm signs signatures at level ¢ for user i. It first computes

o ©(m) = x;H(m).

Then appends ¢ trivial H-s and re-randomizes the result. During the compu-
tation the algorithm chooses rq,..., 7, <& Z, and computes and outputs the
group elements as

O'ég) =Tpe- To T xZH(m),
o\ =y 2P for k € {1,...,¢},
a(_gl)ﬁzm-P for ke {¢,... 1}

Note that this is precisely as in Figure 8.5.

Re-Sign(cp,m, ! — 1,0V R;;, X;, X;):  On input a message m € {0,1}*, a
valid level ¢ — 1 signature

o D(m) = (00, 01,09, ..., 00-1,0_441,...,0-1) € G*!

on m, the re-signature key R;; = Z*P and the public keys X;, Xj, this algo-
J

rithm re-sings o1 to ¢ valid for X;. Tt first appends the re-signature H and
then re-randomizes the result. During the computation the algorithm chooses
¢ random elements ¢y, s, ..., t, <= ZX then it translates ¢!~V into a level ¢
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signature valid for X; by computing and outputting

o =1, toty - oY,
O'I(f):f}g...tk'a'l(fil) fOI‘/{ZE{l,...,E—l},
Uéé) = o X,
0(2 =t R = téi—jp,
cr(f,)g:tk-a,(f_l) forke{l—1,...,1}.
We observe that:
O-(K) (m) = (UOa 01,02y+.,00,0_py...,0_2, 0—1)
=(Te....... iz H(m),
Toouoo.. T12; P,
Te...Tox; P,
Fgl‘jP,

7P, ..., ToP, 71 P) € G**L.

If we set 7, = tﬂ; and 7y = tyry for k€ {1,...,¢ —1}. Since

T

J(£_1)<m) = (007 01,02y-++,00-1,0p41,--- 70-71)
= ( Tf—l ...... Tlsz(m),
Tp_q+-++-- rlxiP7
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Notice the slight change of the order of the elements in (10.2) and (10.4) in
the verification process. This notion is formally more correct because we can
use two different groups G; and G, instead of one to construct the signature
scheme. Recall the H representation of a level ¢ signature as in Figure 8.4, in
each H we then would have the diagonal elements in the same groups. This is
called the asymmetric case and the choice of using two groups instead of one is
highly related to the security of the signature scheme which we discuss in the
next chapter. We also observe the following:

o Uni-directional: The re-signature key R;; allows the proxy to translate
signatures in one direction.

o Multi-use: Signatures in this scheme can be translated polynomially
many times, in fact a signer can limit the number of translations to n
by signing the signature at level L — n where at most L translations are
allowed.

o Private-prozy: An honest proxy can keep the re-signature key R;; secret
because while translating the signature, R;; is blinded out by a random
element ¢, <= Z%.

o Transparency: Since the signatures can also be signed at some arbitrary
level ¢ € {0,..., L} the user does not even know that a proxy exists.

o Unlinkability: A signature translated from level / — 1 has the same distri-
bution of the coefficients as a signature which was signed at level ¢, thus
a user has no way of linking it to its predecessor.

o Non-interactive: Trivially, the re-signature key R;; = Qf—;P can be cal-
culated without the interaction of the delegatee 7. As mentioned before
signer j can calculate R;; by xlel- and make it available to the proxy for
example with an interactive secure protocol.

o Non-transitive: The proxy cannot re-delegate his signing rights. This
means that even if he is in possession of R4p and Rpc he is not able to
produce R 4¢ for some users A,B and C. Note that in this case the proxy can
first translate the signatures of A into ones of B and then translate them
into signatures of C but he is not able to translate signatures directly.

o Key-optimal: Signers only have to store a constant amount of data, ie.
one private key for Aylin is enough for all signatures and delegations she
makes.
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Part, 111
Security

In this chapter we will discuss the security issues of the signature scheme. We
will start with reviewing the underlying cryptographic assumptions and after
that we formulate an adversary model and compare the two different environ-
ments in which the adversaries are simulated. We will continue with formu-
lating a new security definition and compare it the original security definition
defined in Ateniese & Hohenberger (2005) and also used in Libert & Vergnaud
(2008a).

Using this new security definition we first prove that the signature scheme
is secure in the random oracle model (Bellare & Rogaway 1993). Then we
modify the signature scheme with a trick from Waters (2005) and prove that
the signature scheme is also secure in the standard model after this slight
modification.

11. Cryptographic assumptions

We first recall the definition of a bilinear pairing from Part I.

DEFINITION 11.1. For prime order groups G and Gr a bilinear map e: G X
G — Gy is a mapping with the following properties

(i) e is bilinear: e(aP,bQ) = e(P, Q)™ for all (P,Q) € G x G and a,b € Z.
(ii) e is non-degenerate: e(P, P) # 1 for some P € G.

(iii) e is efficiently computable.

The symmetric setting Although we defined pairings in Part I generally
in an asymmetric setting, here we use the symmetric setting for the signature
scheme as we did in Part II. In practice the security of the signature scheme
is highly related to the embedding degree k of the elliptic curve E(F,) on
which the target group Gr is defined. The security level [ is measured in
bits which means that calculating the relevant discrete logarithm should take
approximately 27 basic operations. The National Institute of Standards and
Technology (NIST) recommends until the end of year 2010 an 80 bit security
level (Barker, Barker, Burr, Polk & Smid 2007). This implies that in RSA based
cryptosystems the key size has to be at least 1024 bits (after 2010 even 2048
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bits) which corresponds approximately to a key size of at least 160 bits (after
2010 at least 224 bits) in elliptic curve based systems (Barker, Burr, Jones,
Polk, Rose, Dang & Smid 2009). Thus, with an 80 bit security requirement
in the symmetric setting we need the prime order ¢ of the group G at least
to be 160 bits, ie. ¢ ~ 20, Now consider the target group Gr. Since this is
a multiplicative subgroup of IF» we need 1024 bits to achieve 80 bit security
there. Therefore to achieve 80 bits of security we need ¢* ~ 2'°%*. This means
that to meet the recommendation of NIST for an 80 bit security level we need
at least £ = 6. Unfortunately in the symmetric setting, for £k = 6 there are
not many curves available. And if we try to work the opposite way around
for a smaller embedding degree, let’s say k£ = 2, we end up with inefficient
groups of size ¢ ~ 2°'2 which is much higher than the required value 2'6°.
Consequently the situation gets worse for 128 bit and 256 bit security levels,
but we can modify our signature scheme into an asymmetric setting in which
there are more curves available for £ > 6. A good family of curves can be
found in Barreto & Naehrig (2005). We can modify our signature scheme into
an asymmetric setting by allowing two groups G; and Gs. The elements of a
level ¢ signature are then distributed as follows:

ai“) € Gy forall i € {0,...,(},
a(_ﬂ? € Gy forallie{l,...,/} and
H(m),P € GQ.

Consider Figure 11.1, in each H the diagonal elements must be from the same
group. However, to simplify things for the theoretical approach we only consider
the symmetric setting throughout this chapter.

The signature scheme relies on the generic Computational Diffie-Hellman
(CDH) assumption and on another current generalization of it, called the ¢-
flexible Diffie-Hellman (¢-flexDH) problem. Recalling the definition of the
well known generic computational Diffie-Hellman problem we introduce the
(-flexDH problem. We assume that the discrete logarithm problem is hard in
these groups.

DEFINITION 11.2. The computational Diffie-Hellman (CDH) problem is,
given P aP,bP € G to compute abP € G. The computational Diffie-Hellman
assumption is that this problem is hard to solve.

To introduce and understand the ¢-flexDH problem, we start with the definition
of the 1-flexDH problem.
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o) H(m)
()
P 01 J(_Z%
P O'ée)

Figure 11.1: A level ¢ signature o) valid for X;

DEFINITION 11.3. The 1-flexible Diffie-Hellman (1-flexDH) problem is, given
P,aP,bP € G to compute a triple (abC,aC,C) € G* such that C' is not the
neutral element of the group. The 1-flexible Diffie-Hellman assumption is that
this problem is hard to solve.

The 1-flexDH problem is very similar to what is known as 2-out-of-3 Diffie-
Hellman problem which states that, it is already hard to compute a pair
(abC,C) € G? from the same triple (P,aP,bP) € G®. Now we extend the
definition of the 1-flexDH problem to the ¢-flexDH.

DEFINITION 11.4. The (-flexible Diffie-Hellman ((-flexDH) problem is, given
P,aP,bP € G to find a (20 + 1)-tuple

(ang, aDy,...,aD,Cy,. .., Cl) € Gt

such that logp D; = [[)_,logp C; for all i € {1,...,¢}, where C; is not the
neutral element of the group G.
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THEOREM 11.5. The ¢-flexDH problem as defined above is hard to solve.

PROOF. A proof of hardness of the /-flexDH in generic groups can be found
in Libert & Vergnaud (2008a). The proof uses the family of computational
problems provided in Kunz-Jacques & Pointcheval (2006) which allow the study
of the variants of the CDH in the generic group model. U

For explanatory purposes we also introduce another variant of the CDH which
is called the modified computational Diffie-Hellman (mCDH) problem.

DEFINITION 11.6. The modified computational Diffie-Hellman (mCDH)
problem is, given P, aP,%P, bP € G to compute abP € G. The modified
computational Diffie-Hellman assumption is that this problem is hard to solve.

12. Adversary model

We now pick up the security discussion which we skipped at the end of Part II.
The general security notion for signatures considers an adversary against the
scheme and addresses two issues:

1. the capabilities of the adversary, in particular, how much information
does the adversary have,

2. and the adversary goal.

We consider the security of the signature scheme as existentially unforgeable
against an adversary with adaptive chosen message attack capabilities (EUF-
CMA). This means that we consider an adversary A with full access to the
signer who is idealized as a signing oracle and to the public key of the signer.
More concretely, A is allowed to query the signing oracle to obtain valid sig-
natures oq,...,0, on arbitrary messages mq,...,m,. Since A can adaptively
ask for signatures on different messages this is called an adaptive chosen mes-
sage attack. As an example for an adversary with a lot less capabilities, we
could limit the adversary to have no information at all except the public key.
This would result in an key only attack (KOA) which is the unavoidable case
anyway.

In the end A is considered to be successful if he can come up with a signature
o* on a message m* ¢ {my, ..., m,} within reasonable time. Notice that A is
required create a new message m* and a new signature ¢* by himself and this is
called existentially unforgeability of the signature scheme. This is a very strong
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security requirement since the goal of the adversary is very “easy”. This is
because we require A to calculate only one forgery. As an example of a weaker
security requirement than EUF, thus a harder goal for A, we could require
A to produce a forgery o* for a given message m*. This is called selective
unforgeability (SUF). The weakest security requirement and thus the hardest
goal for an adversary in this sense is that we require him to recover the secret
key sk from the given public key pk. This is called unbreakability (UB).

12.1. Strong unforgeablity. A slightly stronger security requirement than
EUF is the strong unforgeability (SEUF) as defined in An, Dodis & Rabin
(2002). Here we require the attacker not only be unable to forge a signature of
a “new” message, but also that he is unable to generate even a different signature
from an already signed message, ie. we only require c* ¢ {o1,...,0,}. In this
sense we observe that the signature scheme considered in this thesis is not
SEUF, since any level ¢ > 1 signature can be publicly re-randomized. It seems
that in this setting we cannot have SEUF if we want unlinkability. This results
from the fact that the unlinkability is achieved through the re-randomization
step in the re-singing process. Therefore, this is not a weakness of the signature
scheme, on the contrary it allows the desired unlinkability property.

12.2. The adversary. Translated into daily language EUF-CMA security
means that, even if an attacker Charly has access to his victim Aylin’s com-
puter for a while and produces many valid signatures of her on arbitrary mes-
sages of his choice, he is still unable to produce a valid message signature pair
(m*,0*) on a fresh message m* by himself. In SEUF-CMA security, Charly
would even be unable to produce a new message signature pair (m*, ¢*) from
the signatures he obtained from Aylin’s computer. The difference is that in
EUF-CMA security we do not allow Charly to query the message of m* at
any time. In the SEUF-CMA security however, Charly is allowed to query a
signature for m* but is required to create a new signature for m* in that case.

In Goldwasser, Micali & Rivest (1988) the highest security level is con-
sidered as EUF-CMA. This means that an adversary who cannot produce an
existential forgery with adaptive chosen message attack capabilities is also not
able to forge signatures on weaker security notions with lesser capabilities, for
example SUF-KOA. Thus it is desirable to prove the security with respect to
EUF-CMA. To formalize this we define the following game

EUF-CMA GAME.

Input: An attacker A, a signature oracle Og;gy, the list (pk) of public keys of
all possible victims.
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Output: { WIN , LOOSE }.

L (pk*,m*,0") <= A((pk), Osign)-

2. If o* is valid for pk* on m* then

3. If m* was queried from Ogign then
LOOSE .

4. Else WIN .

5. Else LOOSE .

The adversary A has access to the public keys pk of all possible victims and a
signature oracle Og;yn, which returns signatures on behalf of the victims to A.
After a while A outputs a message signature pair (m*, ¢*) valid for the public
key pk* (step 1). Obviously we do not allow A to ask Og;,, for a signature on
m* (step 3). We require that .4 has at most advantage ¢ of winning the game,
ie.
Pr|A wins EUF-CMA Game] < e.

A proof of security states that if there exists an attacker A who can break EUF-
CMA security then this also implies breaking the underlying cryptographic
assumptions which in our case is the (-flexDH assumption. Such a proof is
actually a reduction from the attacker A to the underlying assumption, ie. if
an attacker A exists we can use it as a blackbox and solve the cryptographic
problem by manipulating A’s input and oracles.

In the following sections we will show that the signature scheme is secure
by constructing algorithms which use EUF-CMA attackers with advantage e
to solve the (-flexDH instances. We will also allow these attackers to have
access to more information through different oracles. There are two different
environments (models) used in security proofs for simulating the attackers while
manipulating their inputs and oracles. These are:

1. the random oracle model,
2. and the standard model.

Each model has its advantages and disadvantages which we will briefly discuss
now.

12.3. Random oracle model versus standard model. The random or-
acle model was introduced in Bellare & Rogaway (1993) and has been a useful
tool for proving the security of many signature schemes ever since (over 2400
citations on Google scholar). In the random oracle model the attacker has an-
other oracle Oy,q, which he can query for hash values on arbitrary messages of
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his choice. This idealization of the hash function as an oracle in this environ-
ment results from the assumption that the hash function used in the signature
scheme is truly random and consequently that the attacker is independent of
the hash function. However, when moving from the theoretical scheme to a
practical implementation, the idealized hash function has to be implemented
as a certain cryptographic function such as SHA-1 or MD5 (Barker et al. 2009;
Eastlake & Jones 2001; Rivest 1992). This means that there are signatures
schemes which are secure in the random oracle model but have no secure im-
plementation in a real world without random oracles (Canetti, Goldreich &
Halevi 2004). The weakness of the random oracle model is that the attacker
can also be dependent of the hash function, such that he is exploiting specific
flaws in the actual implementation of the hashing oracle. This would mean that
the modifications made to the hashing oracle would also corrupt the output of
the attacker which would also make the reduction invalid in this model.

In the standard model there are no idealizations except the signing oracle
which is realistic as described above. More importantly this makes the scheme
only stronger. This means that, in this environment, the hash function has a
certain implementation and therefore a certain probability distribution of its
outputs. When manipulating the hash function we have to assure that after the
manipulations the distribution of the outputs is still the same. In contrast to
the random oracle model this complicates a reduction in the standard model.
In fact later we even modify the actual signature scheme slightly to achieve
provable security in the standard model. Thus, even though the random oracle
model is a powerful tool for the theoretical approach it is still desirable to
have a security proof in the standard model. For more information about the
capabilities and a detailed discussion of the shortcomings of the random oracle
model we refer to the link farm Lipmaa (2010).

13. Security definition

In this section we provide a new security definition for the signature scheme
considering a generic adversary A who has access to as much as information
possible. We allow A to have access to four different oracles and keep track of
A’s oracle calls in a query list @-list. When A outputs a forgery we construct
a directed graph from the query list. The idea is to rule out the combination
of A’s queries which lead to a trivial forgery.

13.1. The oracles. There are four different oracles available to A.

1. Ogkey(t). When queried with ¢, the private key oracle returns the private
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key sk; of user i. The entry [Osgey, 7] is added to Q-list.

2. ORekey (%, j). When queried with (4, j) the re-signature key oracle returns
R;; the re-signature key from user i to j. The entry [Ogrexey, (,7)] is
added to Q-list.

3. Osgign(i,m,¢). When queried with (7, m, ¢), the signature oracle returns a
level ¢ signature o; on m valid for pk; the public key of user 7. The entry
[Osign, (i,m)] is added to Q-list.

4. OResign(0i, 1, j,m). When queried with (03,7, j, m), the re-signature oracle
returns o; a re-signature of o; on m valid for pk; the public key of user
j. The entry [Ogesign, (¢, 7, m)] is added to Q-list.

When A outputs a forgery, the entries in Q-list consists of tuples [oracle, query].

13.2. The query graph. The query graph G is constructed from the query
list after A comes up with a forged message signature pair (m*,c*) valid for
pk;« the public key of user i*. Consider the following algorithm:

(QUERY-GRAPH.

Input: A user i*, a message m* and a query list Q-list,
Output: A directed graph Gg = (V, E).

. M= {m | = 1,7 : [OSigna (z,m)] € Q—list or [OReSigna (i,j, m)] € Q—list}.
-V {[0], [, m*]}, E + 0.
. For each entry [oracle, query] € @-list Do 3-15.
If oracle = Ogyey && query =i then
V <V U{[i,m]} for all m € M.
E « EU{([0],[i,m])} for all m € M.
Else if oracle = Ogekey && query = (i, 7) then
V « VU{l[i,m], [j,m]} for all m € M.
E <+ EU{([t,m],[j,m])} for all m € M.
Else if oracle = Ogign && query = (i, m) then
V<« VU{[i,m]}.
E « EU{([0], [i,m])}.
13. Else if oracle = ORgesign && query = (7,7, m) then
14. V < V U{[i,m], [7,m]}.
15. E <« EU{([i,m],[7,m])}.
16. Return G + (V, E)

R R

— =
Mo W
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In the beginning the algorithm defines a set M containing all queried mes-
sages m from the Q-list (step 1). The algorithm then initializes the set of nodes
V with a start node [0] and the final node [i*, m*], at this point the set of edges
Eis empty (step 2). Each private key sk; queried from Ogyey, allows an attacker
A to create signatures on behalf of user 7 on any message m € M, especially
on m* € M. Therefore the nodes labeled [i,m] with edges ([0], [¢,m]) for all
m € M are added to the graph (steps 5 and 6). Similarly each re-signature key
R;; allows an attacker to translate a signature o; of user 7 into a signature o
of user j independent of the signed message m. Thus, the algorithm adds the
nodes [i,m|, [j,m] and the interconnecting edges ([i, m], [j, m]) for all m € M
to the graph (steps 8 and 9). For each signature query of user ¢ on m the
node [7,m] and the edge ([0], [¢, m]) are added to the graph (steps 11 and 12).
Also for each re-signature query from user ¢ to user j on a message m the node
([i,m]), ([, m]) with the interconnecting edge ([7,m], [j,m]) are added to the
graph (steps 14 and 15). In the end if there is a path from [0] to [i*, m*] we
know for sure that A has obtained some information which allows him to create
(m*, o*) trivially.

Note that in view of generality we could also label the nodes additionally
with the queried signatures ie. [i,m,c|. However this does not make sense in
our case because the signature scheme is not strongly unforgeable (SEUF). This
means that even if we use such a labeling of nodes, we are not interested in the
additional information o since the adversary is able to transform o into ¢’ by
himself. Thus considering only the queried users i and the queried messages
m is enough for us to know if A has some information which leads to a trivial
forgery. Further, we could also only treat the queries containing m* since in
the end we are only interested in a path from [0] to [i*, m*].
13.3. The challenge. Now we define the following game:

GAME 13.1.
Public input: A list (pk;) of public keys of all users i € {0,..., N — 1}.
Input: An attacker A, a private key oracle Ogkey, a signature oracle Og;gn, a

re-signature oracle Oregign and a re-signature key oracle Ogekey-
Output: { WIN , LOOSE }.

(i*, m*, 0*) <= A((pki), Oskey; Orekeys Osign, OResign)-

If Verify(-, pk;=,m*, 0*) = 0 then LOOSE .

Gq < QUERY-GRAPH(i*, m*, Q-list).

If there is a path from [0] to [¢*,m*] in G¢ then LOOSE .
Else WIN .

Ot W=
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The attacker A is allowed to have access to all the public keys (pk;) of users
i € {0,..., N—1} and all the oracles defined above (step 1). A is then required
to come up with a forged message signature pair (m*, o*) valid for pk;< the
public key of user ¢* € {0,..., N — 1} (steps 1 and 2). Then the query graph
G is constructed from the @Q-list with respect to i* and m* (step 3). If there
is no path from [0] to [i*, m*] in Gg, A wins Game 13.1.

13.4. The new security definition. We call the signature scheme secure
if for any attacker A the probability Pr[A wins Game 13.1] = f()) is neg-
ligible in the security parameter A. Recall that f is negligible in )\ iff Vp €
poly"(\) BSLVA > L: f(\) < ﬁ, where poly™(\) denotes the set of positive
polynomials in .

In our new security definition we consider a generic attacker A who has
access to four different oracles. We keep track of A’s oracle queries in a query
list @-list where the oracle calls and matching query values are recorded to-
gether as entries in the form of [oracle, query]. The graph G, generated by the
algorithm Query-graph from Q-list allows us to determine if A queried some
information which leads to a trivial forgery, ie. if A cheated. This means that A
is not restricted in anyway and has access to as much as information possible.

Now we recall and compare the old security definition from Ateniese &
Hohenberger (2005) which was also used in Libert & Vergnaud (2008a) with
our new security definition.

13.5. The security definition from Ateniese & Hohenberger (2005).
This security definition for uni-directional proxy re-signature schemes distin-
guishes between internal and external security.

13.5.1. Internal security. This notion captures that an honest party inside
the system is secure against colliding delegation partners. There are three dif-
ferent security notions defined inside the system depending on which delegation
partner an attacker, ie. a corrupt user, can impersonate.

Limited proxy security. This notion captures the inability of the proxy to
sign messages on behalf of the delegatee (who’s signature is translated) and also
his inability to create signatures for the delegator unless they were first signed
by the delegatee. In this definition the adversary is allowed to have access to all
public keys, all re-signature keys and a signature oracle which returns level 0
signatures on behalf of any user. In the end the adversary is required to come
up with any level ¢ signature o* valid for some user i* € {0,..., N — 1} of his
choice. The adversary fails if he queried the signature oracle for a signature on



A Multi-use Uni-directional Proxy Re-Signature Scheme 63

the forged message m* before. The proof uses this adversary with advantage ¢
to solve a given /-flexDH instance with a success probability Q(;—S) where ¢, is
the number of signature queries.

In comparison to our new security definition and the other adversaries in
this security definition this adversary seems to be the most “natural” one. We
note that this adversary A; has access to all re-signature keys and therefore
can create re-signatures on his own. We also note that A; has not access to
any secret key information. Thus, we can reduce A; to our generic adversary
A by limiting A’s access to the oracles Ogexey, Osign and ORgesign -

Delegatee security. This notion states that an honest delegatee (who's sig-
nature is translated) is protected against a colliding delegator and proxy. This
means that an attacker impersonating as the proxy and the delegator has very
little chance of coming up with a forgery on behalf of the targeted delegatee.
In this definition the adversary is allowed to have access to all public keys, all
secret keys except the secret key of the targeted delegatee ¢*, all re-signature
keys except R;;«, and a signature oracle which returns level 0 signatures on
behalf of targeted delegatee. In the end the adversary is required to come up
with a level £ signature o* on behalf of the targeted delegatee i*. The adversary
fails if he queried the signature oracle for a signature on the forged message
m* before. The proof uses this adversary with advantage ¢ to solve a given
(-flexDH instance with a success probability Q(qi) where ¢, is the number of
signature queries.

This adversary A, is not allowed to choose freely which user he wants to
corrupt, in comparison to our generic adversary A this seems like a very un-
natural limitation of the security notion EUF-CMA. We can reduce A; to A
by requiring A to come up with a signature o* valid for the public key pk;-
of a user ¢* who is fixed in the beginning. The access to all secret keys sk; of
users ¢ € {0,..., N —1}\ {s*} allows A, to create signatures for users ¢ # i* by
himself. Further the access to all re-signature keys R;; where j # ¢* allows him
also to create re-signatures of his choice. Note that in the new security defini-
tion the query for the secret key sk;« would create a path from [0] to [i*, m*] in
the query graph Gg. However, the query for the re-signature key R;- would
create an edge ([, m*], [i*, m*]) but not necessarily a path from [0] to [i*, m"]
because the simple knowledge of R;;« does not lead to a trivial forgery. This
means that in the old security definition this permissible query is ruled out
and not considered because the adversary A, has access to all secret keys sk;
except sk;. Thus, the difference between A and A; is not only the free choice
of targeted delegatee i* but also the allowed queries for re-signature keys R«
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which do not necessarily lead to a trivial forgery.

Delegator security. This notion captures that a collision between the del-
egatee and the proxy is harmless for an honest delegator. This means that
the attacker who is impersonating the delegatee and the proxy has very little
chance of coming up with a forgery on behalf of the targeted delegator. In
this definition the adversary is allowed to have access to all public keys, all
secret keys except the secret key of the targeted delegator ¢*, all re-signature
keys and a signature oracle which returns level 0 signatures on behalf of target
delegatee. In the end the the adversary is required to come up with a level 0
signature o* for the targeted delegator :*. The adversary fails if he queried the
signature oracle for a signature on the forged message m* before. The proof
uses this adversary with advantage € to solve the given mCDH instance (see
Definition 11.6) with a success probability () where ¢ is the number of
signature queries.

As in the previous case this adversary is also not allowed to choose freely
which user he wants to corrupt. Another additional restriction here is that he
has to come up with a level 0 signature. We can reduce this adversary Az to
our generic adversary A by requiring A to come up with a level 0 signature ¢*
on behalf of a specific user ¢* who is fixed in the beginning.

13.5.2. External Security. This notion captures that an attacker who is
outside of the system is not able to corrupt users inside the system. In this
definition the adversary is allowed to have access to all public keys, a signature
oracle returning level 0 signatures on behalf any user and a re-signature oracle
which returns re-signatures as defined above. In the end the adversary is re-
quired to come up with a level ¢ signature o* valid for a user i* € {0,..., N—1}
of his choice. The adversary fails if he queried one of the oracles for a signa-
ture on behalf of user i* on the forged message m* before. The proof uses this
adversary with advantage ¢ to solve a given (-flexDH instance with a success
probability Q(m)) where ¢ is the number of signature queries and ¢, is
the number of re-signature queries. Differing from the other proofs above the
factor % comes from the initial guess of the user ¢* which will be corrupted by
the adversary.

Compared to our generic adversary and the other adversaries in this security
definition this adversary is the most limited one. We can reduce this adversary
Ay to our generic adversary A by limiting A’s access to the oracles Og;gn and

OReSign .

NOTE 13.2. As the authors Libert & Vergnaud (2008a) point out correctly,
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the notion of external security “only makes sense if the re-signature keys are
kept private by the proxy”. This means that the private proxy property is
essential for the security definition of Ateniese & Hohenberger (2005). This
was later also pointed out by Chow & Phan (2008) and Shao et al. (2010), see
Remark 13.3 later.

13.6. Results. The security definition from Ateniese & Hohenberger (2005)
seems correct in practice because intuitively it covers all attack scenarios. How-
ever both Ateniese & Hohenberger (2005) and Libert & Vergnaud (2008a) lack
of an argumentation of how this definition was constructed. Formally speaking
this means that it is not clear if there are other attack scenarios or not. As
already pointed out in the case of delegatee security there are some cases which
are not considered in the original security definition. For example, in the case
of external security adversaries who have access to more information such as
some re-signature keys are also not considered.

On the other hand, using the query graph technique with a generic adversary
allows us to avoid these artificial limitations of adversaries and splitting the
security definition. Therefore it is safe to assume that our security definition
is not equivalent to the original one. It rather encompasses the old one and
also the unconsidered attack scenarios. Consequently we only need one proof
instead of four.

As mentioned above, another point of critique is that the adversaries in the
cases of delegatee security and delegator security are not allowed to choose the
targeted user ¢* freely. It seems that this determination of the targeted user
7* in these cases is somehow similar to the case of external security. Since in
the proof external security the corrupted user ¢* is guessed initially, the success
probabilities of delegatee security and delegator security should at least differ
from the success probability of limited proxy security because in that case the
adversary is allowed to choose i* freely.

13.7. Observations. This new security definition includes all requirements
from Part II as we are going to show in the following.

13.7.1. Uni-directionality. Suppose that we have a signature scheme where
the re-signature key R;; can be used to translate signatures o; valid for user
¢ into signatures o; valid for user j and vice versa. A generic adversary with
access to the oracles from above can do the following:

1. Query Og;ign (7, m*) to obtain a valid signature o; on m* on behalf of user
1.
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2. Query Ogekey (1%, 1) to get the re-signature key R;«;.

3. Return o;» < ReSign(m*, -, 0;, Ri~;, X;+, X;) which is a forged signature
on m* on behalf of user i*.

This is a perfectly valid forgery in the sense of our new security definition. This
results from the directed edges of the graph G constructed from @-list. The
first query will create a path from [0] to [i,m*] the second query will create a
path from [i*, m*] to [¢, m*] but there will be no path from [0] to [*, m*]. Using
an undirected graph instead, seems to make this security definition also valid
for bi-directional schemes. However, it is not clear what impacts the usage of
an undirected graph has on the other requirements.

13.7.2. Private proxy. Suppose that we have a signature scheme where the
re-signature key R,;; is easily recovered from the signatures o;(m) and o;(m).
An adversary with access to the oracles from above can do the following:

1. Query Osign (i, m) to get a valid signature o;(m) on a message m on behalf
of user 1.

2. Query Ogesign(03,1,7*,m) to get a valid re-signature o;-(m) on m on be-
half of user i* re-signed from o;(m).

3. Recover Ry« from o;(m) and o (m).

4. Query Osgign (i, m*) and get a valid signature o;(m*) on m* on behalf of
user <.

5. Return o} (m*) < ReSign(m*, -, o;(m*), R, X;, X;=) which is a forged
signature on the message m* on behalf of user ¢*.

As above this process is also a perfectly valid forgery in the sense of the new se-
curity definition because there will be no entry [Ogexey, (7,7*)] in Q-list. There-
fore the graph algorithm will not be able to create an edge from the node [i, m*]
to [i*,m*]. This means that our new security definition and also the original
one only make sense if the proxy keeps the re-signature keys R;; private (Chow
& Phan 2008). However, we can modify the algorithm Query-graph such that it
adds edges ([7,m], [j, m]) for all messages m € M for every re-signature query
entry [OResign; (4,7, m)] € Q-list (step 15 in algorithm Query-graph). This
means that the algorithm would then treat every entry [Ogesign, (4,7, m)] in
Q-list additionally as a re-signature key query, ie. [Orekey, (¢,7)]. This seems
to make the security definition also valid for signature schemes with the public

proxy property.
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13.7.3. Transparency. Suppose that we have signature scheme where an
adversary can distinguish between signed and re-signed signatures on the same
level. This means that an algorithm isTransformed(-) is implicitly included
in the system parameters which answers 1 if a signature was generated by
the ReSign(-) algorithm (Chow & Phan 2008). Now we consider an adversary
making the following queries:

1. Query Ogign (i, m) to obtain a valid signature o;(m) on a message m on
behalf of user i.

2. Query Ogesign (04,1, j, m) to get a valid re-signature o;(m) on m on behalf
of user j re-signed from o;(m).

If the adversary can somehow now extract some information from o;(m) and
oj(m) that allows him to calculate the re-signature key R;;, he can output
valid forgery as shown above in the private proxy property. Besides that just
the knowledge of isTransformed(o) = 1, should be “safe” for the security of the
signature scheme. Therefore, our new security definition also seems to apply
for non-transparent proxy re-signature schemes.

13.7.4. Unlinkability. Similar to the transparency property this property
is also highly related to the private prory property. This means that the mere
ability to link a re-signature to its predecessor does not seem to compromise
the security of the signature scheme.

13.7.5. Non-transitivity. Suppose that we have transitive signature scheme
where the re-signature key R;;» can easily be produced from R;; and R;;«. Con-
sider the following attack from Chow & Phan (2008):

1. Query Ogign (i, m*) to get o; on a message m on behalf of user i.

2. Query Ogexkey (%, j) to get R;; the re-signature key from user ¢ to j where
i .

3. Query Ogexkey(J,7%) to get R;; the re-signature key from user i to j where
i £ A

4. Compute R« from R;; and Rj;-.

5. Return o* < ReSign(m*, -, o;(m*), Ry, Xi, Xix).

This is a valid forgery for the security definition of Ateniese & Hohenberger
(2005). However, this is not the case in our new security definition. We consider
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the query graph G, for this attack. The signature query Ogig, (2, m*) will create
a path from [0] to [i,m*] and the re-signature key queries for R;; and Rj;» will
create paths from [i, m*] to [j, m*] and from [j, m*] to [*, m*] respectively. Since
there is a path from [0] to [i*, m*] in Gy, this is not a valid forgery in the sense
of our new security definition. Therefore our new security should also apply
for transitive proxy re-signature schemes.

13.8. Multi-use and single-use. It seems that this new security definition
is valid for both single-use and multi-use schemes since the algorithm Query-
graph makes no distinction between signed and re-signed signatures. The nodes
created by the algorithm only consider the ability of the adversary to generate
any signature on a message m on behalf of user ¢ and if he is able to translate
any signature into his final output ¢* valid for user ¢* on a message m*. This
means that in a single-use scheme a trivial forgery will be detected by the al-
gorithm Query-graph but the new security definition may limit the adversary’s
capabilities.

13.9. Conclusions. The results and the observations from above lead us to
the conclusion that our new security definition seems also to apply to proxy
re-signatures with different requirements. The generic adversary and the query
graph technique allow the necessary flexibility to prove the security of proxy
re-signatures with transitivity, transparency and linkability properties. Slight
modifications to the algorithm Query-graph seem to make our new security def-
inition also useful for proxy re-signatures with public prozy and bi-directionality
properties.

REMARK 13.3. In the recent publication of Shao et al. (2010), the authors
point out a “Haw” of the security definition of Ateniese & Hohenberger (2005)
for uni-directional proxy re-signatures. The authors construct a uni-directional
proxy re-signature scheme without the private proxy property which can be
proven secure in the security definition of Ateniese & Hohenberger (2005) but
suffers from an attack similar to the one above. The authors conclude that
private proxy property is essential for the security definition of Ateniese &
Hohenberger (2005), however as noted above this was already pointed out in
Libert & Vergnaud (2008a) and also mentioned in Chow & Phan (2008) later.
The authors Shao et al. (2010) also mention that the deficiency of the security
model of Ateniese & Hohenberger (2005) is that this model “tried to model
all types of attacks on all types of proxy re-signatures” and therefore is more
complex than the security definitions for other types of signatures. The au-
thors provide another security definition for uni-directional proxy re-signatures
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with the private proxy property. However, the achieved results in this thesis
let us believe that our new security definition for proxy re-signature schemes
overcomes the mentioned complexity and is more simpler than both proposals.
We also believe that our new security definition provides the necessary flexibil-
ity to be adapted for different types of proxy re-signature schemes as we have
discussed in this section.

14. Proof of security in the random oracle model

Using the new security definition we now prove that the signature scheme is
secure in the random oracle model.

THEOREM 14.1. The proxy re-signature scheme with L levels and N users is
secure under the (-flexDH assumption. More precisely, given an attacker A to
Game 13.1 with advantage € we can construct an algorithm B that solves an
(-flexDH instance for given P,aP,bP € G with probability

(N |°])
Q <QSk . qu . NII*I+3(qS + qT‘S) - .

where a,b € Z), qs is the number of private key queries, q,, is the number
of re-signature key queries, qs is the number of signature queries and ¢, the
number of re-signature queries made by A. Here |I*| denotes the cardinality
of the set I* C {0,..., N — 1} which is chosen in advance by B as described
below in the proof sketch.

Proof sketch: We construct an algorithm B which takes control of A’s ora-
cles, Oskeys Orekey, Osign and ORgegign. We allow A to have access to a hashing
oracle Opasn which is also controlled by B. All queries to Opagn are stored in
the Qmuash-list while all other queries are stored in the Q-list which allows us to
create the query graph G¢. Figure 14.1 shows algorithm B using A.

Note that in our new security definition A is allowed to forge a signature o’
on m* on behalf of user ¢/ € {0,..., N — 1} and then transform ¢’ many times
with the corresponding re-signature keys into a signature ¢* on behalf of user
i* € {0,..., N — 1} before outputting it. If this is a valid forgery then there
is no path from [0] to [i',m*], but a path 7 from [i', m*] to [i*, m*]. Therefore,
when B is challenged with (P,aP,bP) € G, he guesses in advance a set of
users [* C {0,..., N — 1} which contains all users on the path 7 from [/, m*]
to [i*,m*]. B sets the public keys X; of users i € I* as z;aP, for some z; <= Zy;
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Guess a set of users I* = {¢*
/B [ { } (Xz* = Zi*CLP,XZ' = .CL’A

——( Oskey
Q-list
[oracle, query] —
Q—Hash'liSt O A
. H. 1] .
(m*, o]
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| ] OSign
OReSign

9 (m*, ¢ y
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Figure 14.1: Algorithm B using A

and all other public keys are set as X; = x;P for some z; <% Z; and made
available to A. In the end when A comes up with a valid message signature
pair (m*,o*) valid for the public key X;., B constructs the query graph Gg
from the @-list and if this is a non-trivial forgery there will be no path from
[0] to [z*, m*] in Gg.

PROOF. After guessing the set of users I* and setting the public keys as
described above B answers the oracle calls of A as follows:

Private key oracle Ogyey queries: When A asks Ogie, for the secret key
of user ¢, B does the following:

ALGORITHM Oggey .
Input: A user i€ {0,...,N —1}.
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Output: The secret key x; of user ¢ or B aborts.

1. If ¢ € I'* then B aborts.
2. Add [OSkeyai] to Q—list.
3. Return z;.

Re-signature key oracle Ogrekey queries: When A queries Ogekey for re-
signature keys, B does the following:

ALGORITHM Ogekey-

Input: Two users i,j € {0,..., N —1}.
Output: The re-signature key R;; or B aborts.

1. If i ¢ I* then
2 If j € I* then B aborts.
3 Else Rij — i—;P

4. Else

5. If j € I* then R;; « Z%P =ZPp.
6

7

8

J
Else Rij < Zic_L .
T

. Add [Ogexey, (i, 7)] to Q-list.
. Return RZJ

Hashing oracle Oga,sn queries: When A asks for the hash value of a mes-
sage m, B runs the following algorithm using the global hash list Qpash-list.
This list consists of 4-tuple entries [m, H, u, ¢|, where m is the message, H the
answer to the query, u <% Z, arandomly chosen parameter and ¢ 10,1} a
random bit with probability Pr[c = 0] = ¢ for a { € (0;1) to be adopted later.

ALGORITHM Opyagh -

Input: A message m € {0, 1}*.
Output: A hash value H.

. If m € Qpasn-list then

[m, H, 1, ¢] 4 Qpash-list.

. Else

Generate a bit ¢ <= {0,1}.
Choose a random p <%= Z.%.
If ¢ =1 then

> Ut W
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7. H <« ubP.

8. Else H < uP.

9. Add [m, H, i1, ¢] to Quasn-list.
10. Return H.

Signature oracle Os;g, queries: When A queries Ogi,y, for a signature of
user ¢ on a message m, B runs the following algorithm

ALGORITHM Og;gp.

Input: A message m € {0,1}*, a user i € {0,...,N — 1}, a desired level
tef{0,...,L—1}.
Output: A level ¢ signature o on m valid for the public key X; or B aborts.

Run algorithm Oy,gn (m).
[m, H, 1, ¢]  Quash-list.
If ¢ =1 then B aborts.
If i € I* then 0© « uz;aP.
Else 0@ « 2, H.
If ¢ >0 then
Fork=1,...,¢ do
o) < [ADD TRIVIAL H| <€ o1,
o) « [RE-RANDOM | € ().
Add [OSigm (Z, m)] to Q—list.

Return o©.

—_
P2 0N Otk W

—_

Re-signature oracle Ogesign queries: When A queries Ogegign for the re-
signature of o=V valid for X; from user i to j, B ignores this and uses Osign
to create 0¥ a level ¢ signature for user j. The resulting signature is then
returned to 4. Namely:

ALGORITHM ORgesign -

(-1

Input: Two users keys (i, j), a message m and a level £ — 1 signature o on

m valid for X;.
Output: A level £ signature 0 on m valid for X; or B aborts.

1. O'(Z) — OSign(m,j, E)
2. Add [OReSigna ('i,j, m)] to Q—list.

3. Return ¢®.
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Note that the call of algorithm Og;gy, in step 1 can cause an abort which is not
handled here since B is in control and knows when to abort.

Final output: Finally A outputs a message signature pair (m*, o*) where
o* = (0,...,00,0%,,...,0%)) is a valid level ¢ signature on m* on behalf of
user ¢* € I*. If initially B guessed the set I* correctly and did not have to abort
before, he runs the algorithm FINALIZE below. Here B creates the query graph
G from the @-list with this algorithm and finds the path 7 in G starting at
[i’,m*] and ending at [i*, m*] to determine the initially forged user i € I* and
all the re-signature keys leading to the final forgery ¢*. To understand what
happens at the final step consider the following example shown in Figure 14.2.

- [ m*] [Z 7m*]
)
Oi_1 0l =Tl wz
0. it m]
P mEPerme T
[" m*]
(a) Forged and transformed signature o* (b) The query graph Gg

Figure 14.2: A forged signature with the corresponding query graph

In this example A forged a signature on behalf of user ' € I* and trans-
formed it only once into ¢* on behalf of user i* € I* with the re-signature key
Ry« Figure 14.2(a) shows the the appended H where o} is ryzyaP and o,

is r¢R;;+. Now, B needs to remove z; from o, and ZZ—Z’ from o_, to achieve a
“regular” signature on behalf of user ¢*. For this B finds the path 7 from i, m*]
to [¢*, m*] in the corresponding query graph G¢ shown in Figure 14.2(b). Here
in this example B determines the length of the path |7| as 1 and knows that
the output signature was only transformed once. Therefore B determines the
order of the users my = ¢’ and m; = ¢* and calculates the elements i = z_l, and
L= Zi This allows him to remove the unwanted elements and treat o* as if

Zmy i

it was never transformed. Now consider the following algorithm:
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FINALIZE.

Input: A message m*, a signature ¢* valid for the public key X;» on m*, the
hash list Quasn-list and the general query list Q-list.
Output: An ¢-flexDH instance (abDy,aDy,...,aDy,Cy, ..., Cy) or B aborts.

1. Create the query graph G < Query-graph(i*, m*, Q)-list).

2. If there is a path from [0] to [i*, m*] in G then B aborts.

3. Run algorithm Op,g (m*).

4. [m*, H*, p*, ¢*] < Quasn-list.

5. If ¢* =0 then B aborts.

6. Find the path 7 from [i/, m*] to [*, *] with length |7| = k.

7. Determine the order of users my = 7/, k =" on the path .
8. Calculate the elements i = Z—l/, Zil ...,a =

9. Return ((Zﬂju )ao,(%)af,...,( ( )crz 1>

1 * 1 *
(—+) 5 pamre () o1,

2y, * g _1 * FTg—2 * sl *
<Z7rk_1> 9 <z7rk_2) O_p+415 <Z"k—3) O 425> <z7r0 Otk

* * *

Recall that B initially guessed a set of users I* C {0,..., N} whose public
keys he set as X; = z;aP for some z; <% Z;. In the example from Figure 14.2,
the set [* contains the two users {i’,i*} and thus, the algorithm FINALIZE
would return

1 1 1 1 z
* * * * ™1 * * * *
oo, (=)ot (=)o, | — o, | — ) ol 0t 005,00,
*
R b Zmo 2o Zmy Zmo

in step 9. Where this value can be written as

(ang, CLDg, c. ,CLDl, Cg, cey Cl),

which is a valid /-flexDH instance because for all j € {1,...,¢} we have
logp D; = []]_,logp C; and further C; is not the neutral element of the group
G.

In the simplest case where I* = {i*}, A outputs a forged signature which
was not transformed. In this case the return value is

1 1 1
* * * * * * _
((ZZ*M* 007(;)017"'7(;)0—£70’—£70——£+17"'7O‘—1 —
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1 1 1
= (( *) (re---r)zisp"abP, (—)(re- - -r1)zpalP, ..., (—)rpzi=aP, cr*g,...,cr*l) :
Zix U Zi*

Zi*
Here we can easily see that this is a valid /-flexDH instance as
(ang, CLD(, ce ,CLDl, Cg, ceey Cl),

with D; = ry---r;P and C; = r;P and for all j € {1,...,/} we have logp D; =
[I}_, logp C;. Thus, the return value in step 9 of algorithm FINALIZE is a valid
(-flexDH instance as

(ang,aDg, ce ,CLDl, Cg, .. .,Cl),

where for all j € {1,...,¢} we have logp D; = ngl logp C; and further Cj is
not the neutral element of the group G.

Note that it is possible that different paths 7 exist which may even have
common edges. In this case B has to try out all paths 7 until he finds a valid
(-flexDH instance. For simplicity reasons we assume that there is only one such
path .

The success probability of 5. We use an analysis similar to that in Coron
(2000) to determine a lower bound for the success probability of B. Remember
that initially B takes a guess of the set of users I* C {0,...,N —1}. The
probability that B guesses the correct set [* is

oo 1 _ !
N N-1 N-[I[+1 (N)

1]

A asks for the private key of user i € I* with probability II—]\;‘, thus the proba-
bility that B does not abort for ¢, many private key queries of A is
N —|I*|

N

B aborts the simulation for any re-signature key query R;; of A if i ¢ I* and
j € I'*. This happens for a single re-signature key query of A with probability
N
N N-—-1

qsk

Thus, the probability that B does not abort for ¢, many re-signature key

queries of A is
I | N —|I*| |I7|
QTk:R = Qrk .

N N -1
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Recall that a query to Ogesign triggers actually a signature query to Osign.
Recall also that Ogign uses Omasn to answer the signature queries. When Otgagn
generates a 4-tuple [m, H, i, c|, Ogign causes B to abort if ¢ = 1. Therefore
the probability that B answers to all signature and re-signature queries of A
and does not abort here is (%19 since the probability Pr[c = 0] = {. In the
end when A outputs a valid message signature pair (m*,o*) the bit ¢* = 1
happens with probability Pr[c* = 1] = 1 — . This means that, if B guessed
the set of users I* correctly and did not have to abort because of a secret key
or a re-signature key query of A, the probability that he outputs an /-flexDH
answer is at least
a(¢) = ¢t (1-¢).

1

The function «(¢) is maximal for (e, = 1 — which gives us

qs+qrs+1
1 1 qs+qrs+1
a(Cmaa:) - ) (1 - 7) .
qs + Grs qs +qrs + 1
Then the success probability of B is
N . [* 1 , 1 1 (gs+grs+1)
Pr[B is successful | > e-qq 11 & Ak (1 - ) :
N Bt Gs + Grs + 1
Now we notice that ] !
>
Ny = AT
) N
and also
1 (N —[I7])*

Z > .
QTk:R = Qrk N2
This gives us the announced bound of

N — |I*])?
Q(%k'qu' ( ‘ D -5).

NIH3(gs + grs)

O

14.1. Results. We emphasize here that the partitioning I* C {0,..., N — 1}
of the users is necessary because we allow A to translate his actual forgery be-
fore outputting it. This results from the fact that in our new security definition
we grant A access to re-signature keys which do not necessarily lead to a trivial
forgery. Consequently in this reduction the size of I* effects the success proba-
bility of B. Now we analyze how the size of I*, the number of secret key queries
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¢sr and the number of re-signature key queries ¢, effect the success probability
of B. Firstly, we notice that the factor
(N —|I7|)°
NI*[+3

can grow very fast and is the strongest decisive factor in this reduction. There-
fore we require the size of I* to be bounded and note this in the following
corollary.

COROLLARY 14.2 (Size of |I*|). In order to have a non-negligible success prob-
ability of B, N"I+3 is required to be polynomial in N. Therefore, we require

|[I*] € O(1).

We note the following corollary for the smallest size of I*.

COROLLARY 14.3 (Case: |I*| = 1). In the case where I* = {i*} we have the
initial probability of % The probability that B does not abort for a single secret
key query % The probability of B not aborting for a single re-signature key
query is also % This gives us the success probability of B as

Q(qsk.qm.u.g)

N3(qs + grs)

In this case we can omit the factor related to the secret key queries of A because
even if B could answer query for the secret key of user ¢* this would create a
path from [0] and [z*, m*] in G¢ and cause B to abort anyway.

Corollary 14.3 leads us to the conclusion that if B initially choose the “correct”
set [* such that all the users of I* are on the path m, the abortion for secret
key queries is “justified” and the factor related to ¢y many secret key queries
of A can be omitted, since these would lead to a trivial forgery anyway. We
note this in the following corollary.

COROLLARY 14.4 (|I*| = |r| + 1). We require that B initially chooses the cor-
rect set I* such that all users in I* are on the path =, ie. |I*| = |n| + 1. Then
we can omit the factor related to ¢, many secret key queries of A since the
queries for secret keys of users ¢ € I* would necessarily lead to a trivial forgery
and cause the simulation to abort anyway. This gives us the success probability

of B as ,
(N —|I"])
Q <QT]€ : N‘I*H_Q(qs _'_qrs) c £ .
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We also notice that the factor related to the re-signature key queries of A
is another decisive factor for the success probability of B. In this context we
note the following corollary.

COROLLARY 14.5 (Case Ogekey abortions forbidden). If the adversary is for-
bidden to ask for re-signature keys R;; of users i ¢ I* and j € I* the success
probability of B is completely independent of the factor

L N=Ir ]
quR-_QTk N N _1 .

Therefore the success probability of B would be

*(wraray)

Recalling Section 13.5, we now want use the adversaries A;, As, Az, A4 from
the original security definition in our reduction and compare the results.

COROLLARY 14.6 (Limited proxy security). The adversary A; in case of lim-
ited proxy security has access to all re-signature keys and a signing oracle and

returns a valid level ¢ signature on behalf of a user i* € {0,...,N — 1}. B can
provide A; with this information by setting |I*| = N. This means that all pub-
lic keys X, are set as z;aP for some z; <% Z; for all users i € {0,...,N —1}.

This allows B to answer all re-signature key queries R;; of A, without abort-
ing the simulation. B handles the signature queries of A; with his signature
algorithm Ogign. In the end when A, comes up with a level { forgery o*, B
treats o* as if it was never translated and retrieves the (-flexDH instance from

*

o*. The success probability of B is the same as it is in the original security
definition. Namely,
€
Q (_) |
ds

Note here that A; does not make any secret key and re-signature queries such
that the factors qg and q,, are omitted.

COROLLARY 14.7 (Delegatee security). The adversary A in case of delegatee
security targets a specified delegatee i* and has access to a signing oracle which
provides him with signatures on behalf of i*. As has also access to all secret
keys x; for users i € {0,...,N —1} \ {¢*} and to all re-signatures keys R;;
except Ry« for any i # i*. B can provide A, with this information by choosing
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I* = {i*}. Since A, targets a specified user i* this can be done with any user
i € {0,..., N — 1}, therefore this is not an initial guess as it is in our security
definition. This means also that all the secret key and all the re-signature key
queries made by A, can be answered because by assumption A, is not allowed
to ask for the secret key of user i* or any re-signature key R;-. The signature
queries of Ay are handled by B as usual. In the end when A, comes up with a
level ¢ forgery o*, B retrieves an (-flexDH instance with a success probability

Of
Q( ).
qS

This is the same as it is in the original security definition in the case of delegatee
security. Again, the factor g, is omitted since Ay does not ask for re-signatures.

COROLLARY 14.8 (Delegator security). The adversary Ajz in the case of dele-
gator security targets a specified delegator i* and has access to a signing oracle
which provides him with signatures on behalf of i*. Ay has also access to all
secret keys x; for users i € {0,..., N — 1} including R;+; and R~. In the end
As comes up with a level 0 signature on behalf of user i*. B can answer the
signature and secret key queries of Az after specifying I* = {i*} for a user
i* € {0,..., N — 1} but he cannot answer the re-signature key queries Ry of
Ajs in this setting. In the end when Az comes up with a level O forgery with
a slight modification to B’s algorithm FINALIZE, the success probability of B

would then be
€
0 .
<Q7"k Nqs) )

for q,;, many re-signature key queries of As. However, we note that the reduc-
tion in the original security definition is done under the mCDH assumption
(Definition 11.6) where an additional element *P is available to B. A slight
modification to the re-signature key algorithm Ogekey of B with the element
%P would allow him to answer all re-signature key queries of As including R;;».
This then gives us the success probability of

°(2)

which is the same as it is in the original security definition.
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COROLLARY 14.9 (External security). The adversary Ay in the case of exter-
nal security has access to a signature and a re-signature oracle, and returns a
valid level { signature on behalf of a user i* € {0,...,N —1}. B can provide
A, with this information by initially guessing a user i* and setting I* = {i*}. B
then can answer all signature and re-signature key queries of A, with algorithm
Osign and algorithm Ogesign, respectively. In the end when A, outputs a level
¢ forgery on behalf of user i*, B retrieves an {-flexDH instance with a success

probability of
€
Q ——— |
(N (s + qrs))

This is the same as it is in the original security definition in the case of external
security. Note that A, does neither ask for secret keys nor for re-signature keys.

As we can see there is a “huge” gap between the success probabilities of our
reduction and the reductions done with the adversaries to the original security
definition. A strategy to overcome this gap would be to force our generic
adversary to output a non-transformed signature ¢* which would be the case
discussed in Corollary 14.3. This can be done for example by accessing the
adversaries memory and retrieving the actual forgery ¢’ but this requires that
the adversary keeps ¢’ in his memory until it outputs o*. Similarly we could
stop the adversary at the time of the actual forgery by monitoring its memory
and retrieve o’. However, both cases require access to the adversary’s memory.
Ideally, if we could force the adversary to output a non-transformed signature
and forbid its access to re-signature keys which cause B to abort, we could
obtain a combination of the cases discussed in Corollary 14.3 and Corollary 14.5.
This would give us the same success probability as in Corollary 14.9 but it
seems that we cannot limit the adversary such that it does not ask for “bad”
re-signature keys.

Another strategy to reduce this gap would be to to set all public keys
X; as zaP for some z; <& Z, for all users ¢ € {0,..., N — 1} as we did in
Corollary 14.6. B then can answer all re-signature key queries but he is not able
to provide the adversary A with any secret key information. Therefore 5 would
have to abort for any secret key query of A which can be avoided if A’s access
to secret keys is forbidden. In this case the success probability of B would

be 2 (W) which is similar to the results in the cases of Corollary 14.6,
Corollary 14.7 and Corollary 14.8.

A different strategy to reduce this gap would be to change the underlying
cryptographic assumption. As in Corollary 14.8, if the additional element %P
was also available to B, he can answer all re-signature key queries of A. In this
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case the success probability of B would be

3
o(f-——
(NI*(QS + (:IT’S)) 7

since we can omit the factor related to ¢, many secret key queries. Then the
underlying cryptographic assumption would be a combination of the mCDH

and the ¢-flexDH problem. We call this the modified (-flexible Diffie-Hellman
(m-¢-flexDH) problem and note this in the following definition.

DEFINITION 14.10. The modified (-flexible Diffie-Hellman (m-(-flexDH)
problem is, given P, aP, éP, bP € G to find a (2¢ + 1)-tuple

(ang, aDy,...,aD,Cy,. .., Cl) e Gt

such that logp D; = [[)_,logp C; for all i € {1,..., 0}, where C; is not the
neutral element of the group G.

Although it seems that the m-/-flexDH problem is hard to solve, an adapta-
tion of the proof of hardness for the /-flexDH problem provided by Libert &
Vergnaud (2008a) does not seem to work here. Thus, we cannot be certain that
the reduction would be valid in this case.

We conclude from these results that the huge gap between the success prob-
abilities results primarily from the generic adversary in our security definition.
It seems that there is no strategy to overcome this gap between the success
probabilities without artificially limiting our generic adversary’s capabilities.
On the other hand, these artificial limitations of the adversaries in the original
security definition motivated us to construct a new security definition in which
the adversary has access to as much information as possible. It seems that our
new security definition is more “strict” compared to the old one and therefore
we end up with a smaller success probability in the reduction. However, we
firmly believe that this reduction in our new security definition provides a more
concrete estimation of the success probability.

15. The signature scheme in the standard model

In this section we use a trick from Waters (2005) to eliminate the random
oracle and instantiate the hash function H by a certain collision resistant hash
function. A slight modification of the signature scheme will allow us to prove
the security of the signature scheme also in the standard model. Note here that
the common public parameters have to be generated by a trusted third party
which remains off-line after the setup phase.
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Setup(A,n):  On input of the security parameter A and the length n of the
messages to be signed, this algorithm chooses bilinear groups (G, Gr) of prime
order p > 2}, two generators P, Q <% G and a random vector @ = (U’, Uy, ..., U,)
< G™ vector of length (n + 1).

The vector i defines a function H: {0,1}" — G which maps n-bit strings

m=my,...,myto Gas H(m)=U"+ > m;U;, where m; € {0,1}.
=1

The public parameters are:

cp ={\n,G,Gr, P, H,u}.

Keygen(cp): This algorithm outputs user i’s public and private key pair
(Xi, z;) for a random z; <= ZX and X; = z; P.

ReKeygen(cp, X;,z;): Given the public key X; of user ¢ and the private key
z; of user j this algorithm outputs the re-signature key as R;; = = X; = ZP.
Zj Zj

Verify(cp,m, 0,0, X;): The validity of a level 0 signature o = (0¢, 0+) on a
message m € {0,1}" for the public key X; is verified if the following equation
holds

(15.1) e(o0, P) = e(X:, Q) - (0o, H(m)).

The algorithm returns 1 if the input signature is valid and 0 otherwise.
Verify(cp,m, (,c®, X;): The validity of a level ¢ signature

O'(Z)<m) = (O'(],O'l, ey 09, O_py v ,0'71,0'00) S G’2z+2

on a message m € {0,1}" for the public key X, is verified by the following
{+ 1 equations

°

(15.2) e(a0, P) = €(01,Q) - (000, H(m)),
(15.3) e(og, P) < e(opt1,0-) forke{l,....0—1},
(15.4) e(oy, P) = e(Xi,0_).

The algorithm returns 1 if the input signature is valid and 0 otherwise.
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H-notation for the modified signature scheme. Before continuing to
the signing and re-signing algorithms we want to make a graphical connection
between the signature elements and picture them in the H-notation as we did in
Part II. The verification equation (15.1) states that the elements of a modified
level 0 signature valid for the public key X; on a message m are connected as
shown in Figure 15.1.

00

Figure 15.1: A modified level 0 signature

We deduce from Figure 15.1 the signing process at level 0 as follows.

Sign(cp,m,0,x;): On input of a message m € {0,1}" and the private key
x; of signer i, this algorithm chooses a random ¢ <% Z,; and outputs a level 0
signature as

oO(m) = (00, 000) = (2:Q + tH(m), tP).

Using Figure 15.1 as a basis and interpreting the verification equations
(15.2), (15.3) and (15.4) we connect the elements of a modified level ¢ signature
valid for X; on m as show in Figure 15.2.

Now we deduce from Figure 15.2 the signing process at level ¢ as follows.

Sign(cp,m, ¢, x;): On input a message m € {0,1}" and the private key x; of
signer ¢ and ¢ € {1,...,L} the level of the signature, this algorithm chooses
€+ 1 random coefficients t,11,7,. .., <% Z* and outputs

cO(m) = (00,01, ...,00,0_4,...0_3,0_1,00) € G2+2

with:
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00 Q H(m)
|
|
P op oo 04
P 02

Figure 15.2: A modified level ¢ signature

o =y ror1 - 2;Q + tH(m),

cr,(f):rg---rk-xiP for ke {1,...,¢},
af,lzrk-P for ke {¢,... 1},
0o = tP.

Recall Section 9 where we decomposed the signature scheme into simple
building blocks. We now revise the building blocks for the modified scheme
before we continue with the re-signing process.

Building blocks revisited. As we have seen above the modified signature
scheme slightly differs from the original one in the H-representation. Therefore
we first state how adding an H works and then we explain the re-randomization
process by introducing a new building block | RE-RANDOM oo | which explains the
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re-randomization of the new element 0.

Adding an H to the modified signature scheme. Recall Figure 11.1
and consider Figure 15.2, a modified level ¢ signature differs from the original
one only in the first H. Thus, adding an H to a level £ > 0 signature is not
different from what we have explained in Section 9. Figure 15.3 shows how
adding a trivial H to a modified level 0 signature valid for the public key X4
works. The result is a level 1 signature still valid for the public key X 4.

o0 Q H(m) o0 Q H(m)
|| |
| |

| ADD
TRIVIAL p—"—
H

Figure 15.3: Adding a trivial H to a modified level 0 signature

Similarly Figure 15.4 shows how a re-signature H is added to a modified
level 0 signature valid for the public key X4 with the re-signature key R4p and
the public key Xpg of user B.

00 Q H(m) o0 Q H(m)
P XA Oco P I'AP Too RA/)’
| ADD
RESIGN p———
H
P X

Figure 15.4: Adding a re-signature H to a modified level 0 signature
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Re-randomization of the modified signature scheme. We start with
introducing a new building block |[RE-RANDOM oo| . This building block, on
input a modified level ¢ signature

0 _ 2042
o® = (00,01,...,00,0_4,...,0.1,05) €G

first choses a random ' <% ZX and it calculates oy < oo 4+ r’"H(m) and
Ooo < 0o + 1’ P, as shown in Figure 15.5.

o Q H(m) oo+r'H(m) @ H(m)
P o1 Ou P o1 O +1'P
| |
. RE .
R RANDOM oo
| |
Oy Oy Oy O
P X P X

Figure 15.5: Re-randomizing oy and o4

The result is still a valid level ¢ signature in the modified scheme since

e(og + 1" H(m), P) =

e(og, P) - e(r'H(m), P)

= e(z;Q +tH(m), P) - e(r'H(m), P)
e(tH (m), P) - e(r'H(m), P)
=e(Q,X;) - e(H(m),t+1rP)

=e€

(
(
:6( ZQP)
(@,
(@

Xi) - e(H(m), 0s0).
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Randomizing at height . In the modified scheme the building block
|RE-RANDOM i | operates slightly different then in the original scheme. This
building block, on input a modified level ¢ signature

0 _ 2042
o® = (0g,01,...,00,0_4,...,0.1,05) € G

first choses a random t; <% Z, and multiplies 0;,0;1,...,00 and o_; and also
0o With it as shown in Figure 15.6. The result is a valid level ¢ signature in

ol Q H(m) tiog Q H(m)
] e
P 01 o0 P fl’O'l li0oo
I I
I I
o 0 t;0; IL70'_Z
RE
“~|RANDOM i [
P Oi+1 P Oit+1
I I
I I
Oy Oy Oy g_y

Figure 15.6: Re-randomizing o) at height 4

the modified scheme.

The full re-randomization of a level / signature. Recall that for the

original signature scheme we noted that | RE-RANDOM | = Hle |RE-RANDOM 7| .
Here in the modified signature scheme we have [RE-RANDOM | = []'_, [RE-RANDOM i |

+ |RE-RANDOM oo |. This means that for a modified level ¢ signature, first all

the [RE-RANDOM i|for i € {1,...,¢} are used and then [RE-RANDOM oo | is used
afterwards, the result is shown in Figure 15.7.
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o0 Q H(m) (ty---ty)og+1"H(m) Q H(m)
P 01 Os P (Lt (ty - ty)ooo +1'P
=1
: RANDOM oo
| |
O¢ 0—¢ tyoy tyo_yp

(

Figure 15.7: Re-randomizing ¢ completely

Now we continue with the description of the modified signature scheme with
the re-signature algorithm.

Re-Sign(cp,m, ! — 1,0V R;;, X;, X;):  On input a message m € {0,1}",
the re-signing key R;; = 7P and a level £ — 1 signature
J

oD (m) = (o Vol Vol ol e, )

on m and the public keys X;, X, this algorithm first appends the re-signature
H and then re-randomizes the result. During the computation the algorithm
chooses ¢ + 1 random coefficients 1/, ¢y, to, ..., t; <& Z, and translates o=
into a level £ signature valid for the public key X; by computing and outputting
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ol =ty toty cr((f_l) + 7' H(m),

a,(f):tg-~-tk~a,(f*1) for k e {1,...,0—1},
cré ) = t X,

0_(_2 =t R},

Jf,)g:tk-a(f;l) for ke {¢,...;1—1},
o —y tot; oV 4 p

Since we know that the input signature was

- —1)  _(0-1) (-1 —1)  _(0-1 -1 _
ol 1)(m): (o((] ),cr§ ),aé ),...,aé_l),cr(_“l),...,aSI ),crgf> 1)>
= (rg—qp----e- rx;Q +tH(m),
7,@71 ------ TleP7

T 17 P,
re1Pire o 1P,
tP) € G*,

setting 7y = tgi—; yt=t1-tg+r" and Ty = tgry for k € {1,...,¢} gives us

a(z)(m) = (00,01, 00,04 1,...,0_1,000)
=(Tp.ouon.. T12;Q + tH(m),
7( ...... TlfL‘jP,
T TQSL’]'P,
Fgl‘jP,

7P, 7P, ... TP,
tP) € G**2.
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This is a modified level ¢ signature valid for the public key X;. Notice that
in this scheme we have one more element at each level and this is slightly
different than the original one but this modification will allow us to prove that
the modified signature scheme is also secure in the standard model.

16. Proof of security in the standard model

The proof of security in the standard model is almost the same as it is in the
random oracle model except that the hashing oracle is removed and replaced
by a hash function.

THEOREM 16.1. The modified proxy re-signature scheme with L levels and
N users is secure under the (-flexDH assumption. More precisely, given an
attacker A to Game 13.1 with advantage € we can construct an algorithm B
that solves an (-flexDH instance for given P,aP,bP € G with

PriB is successful | > wrig e = S0 Ty

where a,b € Z,;, n is the length of the messages to be signed, gy, is the number
of private key queries, ¢, is the number of re-signature key queries, qs is the
number of signature queries and g, is the number of re-signature queries made

by A.

PROOF. Asinrandom oracle model proof, we construct an algorithm B which
uses A as a blackbox and simulates its oracles Ogskey, Orekeys Osign and OResign -
As before B keeps track of the queries to these oracles in the Q-list to construct
the query graph G later. First B prepares the common public parameters as
follows.

Prepare setup.
o Set Q = bP.
o Choose an integer 7 < p.

o Choose two random vectors @ = (W, wy,...,wy) <= Z'! and 7 =
(2,21, .., 2n) <& Z2M, and a random integer £ <= {0,...,n}. Then
define a vector U = (U',Uy,...,U,) as U = (v — k7)Q + 2P and
Ui = w;Q + 2P for i € {0,...,n}.
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o For any message m = my...m, € {0,1}" the hash value is defined as
H(m)=U"+>_m;U;. We also define two auxiliary functions J(m): {0,1}" —
i=1
Z and K(m):{0,1}" — Z, by

— J(m) =W + > mjw; — KT,
=1

— K(m)=2"4> myz,
i=1

so that H(m) = J(m)Q + K(m)P.

At the end the simulator will be successful when A comes up with a forged
signature ¢* on a message m* for which J(m*) = 0 mod p and for all other
messages m # m* queried by A, J(m) # 0 mod p. In fact here we assume
|J(+)] < 7(n+1) < p such that J(m*) =0 mod p happens with non-negligible
probability.

The attacker A is now being challenged with the system parameters (P, Q, U ).
B answers the oracle calls of A as follows:

Public keys: As in the previous proof, B initially guesses a set of users
I* € {0,...,N — 1} and sets the public keys of users i € I* as X; = z;aP for
some z; <= Z and all other public keys as X; = x; P, for some x; <= Z* and
makes them available to A.

B answers the the oracle calls of A as follows.

Private key queries: When A asks for the secret key of user i, B does the
following:

ALGORITHM Ogyey -

Input: A user i€ {0,...,N —1}.
Output: The secret key x; of user ¢ or B aborts.

1. If ¢ € I* then B aborts.
2. Add [OSkeyai] to Q—list.
3. Return z;.
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Re-signature key queries: When A queries Ogekey for re-signature keys,
B does the following:

ALGORITHM Ogekey-
Input: Two users i,j € {0,..., N — 1}.
Output: The corresponding re-signature key R;; or B aborts.

1. If i ¢ I* then

2 If j € I* then B aborts.

3 Else Rij — %P

4. Else ’

5. If j € I* then R;; < ;—ZP = j—JP
6 Else Rij — Zx'—jp

7. Add [OReKey7 (Z,j)] to Q—list.
8. Return R;;.

Signature queries: When A asks for a signature of user i on m, BB does the
following:

ALGORITHM Ogsigy -

Input: A message m € {0,1}", user i, a desired level /.
Output: A modified level ¢ signature o on m valid for X; or B aborts.

1. If J(m)=0 mod p then B aborts.
2. Choose t <% Zy.
3. If i ¢ I* then
4. 0o <+ (z;Q +t- H(m)).
0. O — tP
6. Else
K(m
8. Ooo<—<—ﬁXi+t'P).
9. Add [i, m] to Q-list.

10. 0 < (00,0)

11. If £ > 0 then

12 Forj=1,...,0do

13. o < |ADD TRIVIAL H| < o.
14. o < |RE-RANDOM | « 0.

—_
b

Return o.
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Observe that the elements of a level 0 signature generated on behalf of users
i € I* in steps 7 and 8 have the correct distribution since setting ¢ = + Jz(ﬁb)
for 0 = (09, 0s) yields

_ K0 o
gg = J(m)XZ_'_t H( )
K)o
= ) N M)+ 70
_ Km) ., - - zia
= = et THm) +

J(m)
= —MXi +tH(m) + zaQ + Tm)

J(m)
=tH(m) + z;aQ — %ziaP + %ziaP

zZ;a

H(m)

(J(m)Q + K(m)P)

ziaK (m) P

= zaQ +t- H(m)

and
b oy oyp A
7T T m) T(m)
zZ;a

J(m)

P

- 1
=tP— ——zaP +

T(m) r

=tP.

Note that the building blocks | ADD TRIVIAL H|and |RE-RANDOM |used here are
the ones introduced for the modified scheme.

Re-signing queries: When A asks for a re-signature of the valid ¢ —1 signa-
ture o1 from user i to j on m, as in the random oracle model, B ignores this
and uses Og;gn to create a level ¢ signature on m valid for user j. B executes

ALGORITHM ORgesign -

Input: A modified level £ — 1 signature ¢~ valid for the public key X;, two
public keys X; and X; of users ¢,7 € {0,...,N — 1} and a message
m € {0, 1}
Output: A modified level ¢ signature ¢ on m valid for the public key X, or
B aborts.

1. O'(E) < (’)Sign(m,j, 6)
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2. Add [OReSigm (i,j, m)] to Q—list.
3. Return o®.

As before, note that the call of algorithm Og;ey in step 1 can cause B to abort.

Final output: Finally when A outputs a message signature pair (m*,o*)
where 0* = (0f,...,0,,0%,,...,0",0%) is a valid level ¢ signature on m* on
behalf of user ¢*. If initially B guessed [* correctly and did not have to abort
before, he does the following

FINALIZE.

Input: A message m*, a modified level ¢ signature ¢* valid for the public key
X, on m* and the general query list ()-list.
Output: An ¢-flexDH instance (abDy,aDy, ... ,aDq,Cy, ..., C1) or B aborts.

Create the query graph Gg < Query-graph(i*, m*, Q-list).

If there is a path from [0] to [*,m*] in G then B aborts.

If J(m*)# 0 mod p then B aborts.

Find the path 7 from [i', m*] to [¢*, m*] with length |7| = k.
Determine the order of users my = ¢',..., 7, = i* on the path 7.
Calculate the elements i =1 1 L 1

RN e e

27 2wy 7T 2wy, Zpx

1 * *\ % 1 * 1 * 1 *
7. Return ( (a) (O'O — K(m )CTOO), (%)01, cey (%)Uffk’ (Z) UzikJrl,
1 * 1 *
(%) Tltorar - (E) %
2 * A1 * g2 * Zmy *
<Z7rk71> T ¢ <z7rk72) O_t+1> <Zwk,3) O 421> <z7r0 Otk

* * *
O _ptkt1s - -702701>-

After renaming the coefficients accordingly, we know that

oy =1 -1m1zpaQ +tK(m* )P and ol =tP.

(o.0]
Thus, we have

1 1
— (05 — K(m")o) = —(r¢---11)zpaQ + 2yt K(m*) P — zy K(m*)tP

Z7r0 Zit

=abry---r P.
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This means that

() 5 = Km0 (ot (o () ot v

z7r0 z7r0 o ™1

0—k427 0>
Zry Zmy
zﬂ'k * Zﬂ'k—l * Z7Tk—2 * zﬂ'l *
( )U—b Oy 1s \ T | O—py20- -5\ =T | O—ttk>
Rrp_1 Rri_s Rmp_3 Zmo

* * *
O _ptk+1s - -70—2a0—1)

= (ang,aDg, .. .,aDl, Cg, .. .,Cl),

with D; = r;---r P and C; = ;P is a valid (-flexDH instance, since for all
j€{1,...,¢} wehave logp D; = []]_, logp C; and C; is not the neutral element
of the group G.

The success probability of B As in the proof of security in the random
oracle model the initial guess of I* gives us the probability

1 1

>
N\ — I#|-
) N

The probability of B not aborting for ¢, many secret key queries of B we have
the probability

N — ||
.

Also, for g¢,;, many re-signature key queries of A we have the probability of B
not aborting

qsk

P el B L I R (N — |1’
- N N-1)=%"" Nz

Now, following Waters (2005) we show that the probability of J(m*) = 0

mod p is
1

8(qs + qrs)(n+ 1)

Pr[J(m*) =0 mod p] >
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where n is the length of the messages to be signed. This yields the announced
bound of B’s advantage. To simplify the analysis we define another auxiliary
function for an n-bit message M = myq, ..., my,:

0, if W + S miw; =0 mod T,
F(M) = =

1, otherwise.
Then the probability of J(m*) =0 mod p is given by

qs+qrs n
( /\ F(M;) = 1) /\w’—l—mewi = KT

i=1 i=1

Pr[J(m*) =0 mod p| = Pr

for g5 + ¢,s queries on n-bit messages M; = mj1,...,Mjn, 7 € {1,...,¢s + ¢s}
and the challenge message m* = my ... m,. Note here that F'(M) # 0 implies
that J(M) # 0 mod p because of the initial assumption that p > 7(n + 1).
Note also that every re-signature query in fact triggers a signature query, as
mentioned above. First we rewrite the probability from above as

qs+qrs n
( /\ F(Mi)zl)/\w'Jer;‘wi:m'
i=1

i=1 =

Pr[J(m*) =0 mod p] = Pr

qs+qrs n qs+qrs 7
= Pr (/\ F(Mi):1> - Pr w/—l—Zm;wi:HT /\ F(M;) =1
i=1 =1 =1 J
(16.2)
qs+qrs n qstqrs
Z<1—P7’ \/ F(M»;())-Pr w/_i_mewi:m' /\ F(Mi)zll.
=1 =1 =1

Since we know that Pr[F(M) = 0] = %, we transform equation (16.2) into

(16.3) (1 _ &t q”s) . Pr

T

n

/ *

w + g m;w; = KT
i=1

qs+qrs
N\ F() = 1] .
i=1
We also know that s <* {0,...,n} which gives us the factor —5 such that
we can also use the auxiliary function F(-) for m*. Thus, we change equation

(16.3) into

(16.4) L (1%t p, F(m*)—OqSKmF(M)—l
| ntd T - i=1 o
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Now we use Bayes’ theorem to transform the probability in equation (16.4)

into
qs+qrs

N\ F() = 1‘F(m*) = 0] .

=1

Pr[F(m*) = 0]
Pr A& F(M;) = 1]

Here again we know that Pr [F(M) = 0] = £ so we can estimate that

Pr[F(m*) = 0] : 1
p— is at least —.
Pr [NET F(M;) = 1] T

Thus, with equation (16.4) we get

Pr[J(m*) =0 mod p| > n—(l —

which is equal to

1 1 S rs
(16.5) L (1_u) : (1—Pr
n+1 7 T

We estimate that this equation is at least

(16.6) > — Jlr : % (1 - %) : <1 - qi Pr {F(Mi) - O'F(m*) - 0) .

i=1

Now we use that for any message pair M, M’ the probabilities F'(M) = 0 and

F(M') = 0 are pairwise independent, since the sums w’'+ ) m;w; will differ at
i=1

least in one random w; because m; € {0, 1}. Therefore equation (16.6) is equal

to
11 (1__%—%qm> '(1__%—%qm)
n+1 7 T T
1

_ 1 R
n4+1 7 T

Now we can optimize this by setting 7 = 4(qs + ¢-s) which gives us

Pr[J(m*) =0 mod p| > TETRICESE

Altogether we have the announced bound on the success probability of B as

Pr[B is successful | > NI*+3 . 8(qs + qrs)(n + 1) .
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Artificial abort stage: Note that when 7 is chosen in the beginning the
number of signature queries and the number of re-signature queries qs + ¢, is
not known to B. Only after A outputs a message signature pair (m*,c*), B
knows the set of queried messages {M;, ..., M, 1, .}, the forged message m*
and the value g5 + ¢,s. This is corrected by B with an artificial abort stage
before the final output. Now we explain this stage which happens between
steps 3 and 4 of algorithm FINALIZE.

Assume that B aborts before this artificial abort stage for all sets of pos-
sible queries of A with almost the same probability (1 — (). Now we de-
fine a binary function « (w, M, m*) for a set of simulation values @ € Z"™!,
M={M,,..., M, +,.} and m* as

qs+(I'rs n
o it ("ATFOR = 1) nwt+ E i =
i=1 i=1

a (W, M, m*) =

1, otherwise.

The function o (W, M, m*) will evaluate to 0 if the set of queried messages M
and the forged message m* do not cause B to abort for the simulation values
w. We consider this probability as Pr[(a(@, M, m*) = 0] = n. At this stage,
B collects with respect to ¢ enough samples of the probabilities by choosing
a random @ and evaluating « (w, M, m*) to compute an estimated n’. Recall
that we have J(m*) = w' 4+ > miw; — k7 = 0 mod p (step 3 of algorithm
FINALIZE). Therefore this sampling does not require running A again, B just
needs to find a right & for M and m*. Then, if the estimated value 7’ is at
least the probability (, ie. ' > (, B aborts with probability 1 — § Here is

¢ = m the lower bound of the probability of B not aborting at this

stage, as we showed above. 0

This unusual proof technique was adopted by many other publications and
also from Libert & Vergnaud (2008a). For more details we refer to the origi-
nal publication of Waters (2005). Note that the artificial abort stage can be
very time consuming as mentioned in Bellare & Ristenpart (2009) which also
shows how to eliminate this artificial abort stage and provides a more concrete
estimation of the success probability.

Note that using the adversaries from the original security definition for this
reduction gives us similar results as discussed in Section 14.1. We only get an
additional factor m to the success probabilities of the adversaries A;, A,
Ajs and A,. This factor is the result of the instantiation of the hashing oracle
with the hash function used in this reduction. Notice also that the factor
(N —|I7))°

QSIC : qu : NII*|+3
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is the same as it is in the random oracle model. This means that the results
achieved in Section 14.1 also apply here. Especially we require |I*| € O(1) to
have a non-negligible success probability of B. Further, we can also omit the
factor related to the secret key queries of A as discussed before.
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Part TV
Efficiency

In this section we will discuss some efficiency issues of the signature scheme.
Considering the efficiency of the signature we see that the length of the sig-
nature and the growing number of random coefficients at each translation are
the dominating factors. We begin with the discussion of the signature length
and introduce a new problem called the chain shortening problem (CSP). The
CSP will help us to get an idea about the implications of a shorter signature.
We then discuss the number of coefficients used to build a level ¢ signature.
We will observe what problems lesser or related coefficients may cause when
they are used. Note that in this section we will only look at the basic form
of the signature scheme and not the modified version which we defined for the
standard model proof of security in the previous section.

17. Shortening the Signature

As mentioned before, the ReSign(+) algorithm increases the size of the signature
by two elements with each translation. We recall that a level ¢ signature has
the following elements:

aéz) = (r¢---r)xaH(m),
o'g) — (Tﬁ ......... Tl)xAP’ 0-(_6% — T1P,
0’56) =(r¢- - ro)xal, 0(,2 =P,
ay) =(rg---r3)TAP, 0(_2 =3P,
crég) =1rxsP, 0(2 =r,P.

Recall Part II where we introduced the H-representation to show the connec-
tion between these elements. Now, someone might claim to have an algorithm
which can merge some of these H-s together so that a shorter signature might
be achieved. We take this into consideration by assuming the existence of a
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blackbox algorithm (an oracle) that somehow shortens the signature. To in-
troduce this consider Figure 17.1 where a blackbox C'S5_,; shortens the level 2
signature to a level 1 signature.

rorixahP  hP bixahP hP

P ryrixaP P P biaxuP bP
o— C'52—>1

P rox AP roP P rAP

P J?AP

Figure 17.1: C'Sy_,;

Here the chain shortener CSy_,; shortens the signature by one element
by replacing 71,75 € Z with a random by <= ZX. This means that C'Sy_,
reduces the signature by one H as depicted in Figure 17.1. Note that C'S5_,;
is not allowed to change X4 = 4P and H(m) = hP, since the message m
and the validation public key x4 P must stay the same after the shortening
process. This is because after the shortening process we still want to have a
signature on the same message m valid for the same public key X 4. Therefore
xahP also cannot be changed during the shortening process (the green and
blue elements). For now we will consider signatures of higher levels and come
back to level 1 signatures later.

Now with the assumption that the chain shortener C'Sy_,1 exists as a black-
box, we attempt to use it for shortening a level 3 signature as shown in Fig-
ure 17.2.

At first we decouple the lower H from the signature and use C'Sy_,;. Then
we recouple the H with the elements r3P and z4P to obtain a valid level 2
signature as shown in Figure 17.3. This implies the existence of the C'Ss3 o
which shortens the level 3 signature to a level 2 signature.

Thus we get a valid level 2 signature for X4 as

c® = (0P, r3P, r3zaP, byrszaP, byrszaH(m)).
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raroritahP hP

P rarorixaP rP

P rarora P roP

P rexa P r3P

P JZAP

Figure 17.2: A level 3 signature

r3ror1TAh P hP byrsxahP  hP

P rargrizaP rm P P birstaP b P
o—— CS2—>1

P rarozaP 1P P rexa P sl
P r3zaP P x4 P
.............................. H P
R Recouple
P TA P

Figure 17.3: Using C'S5_,; on a level 3 signature

Now, we can use CSy_,; again as shown in Figure 17.4, which gives us
a level 1 signature valid for X 4. This implies the existence of the C'S5_.;.



104 T. Jonas Ozgan

b]TgfIfAhP hP beI:AhP hP

P b17’3l’AP b1P P b2(EAP bQP

P rexa P raP P zaP

P l’AP

Figure 17.4: Shortening the signature again

Recapitulating the whole process, we first decouple the lower H from the level
3 signature and use C'S,_,; to shorten it. Then we add the decoupled H to the
result and obtain a level 2 signature. Using C'S;_,; on that gives us a level 1
signature. Therefore we note that the chain shorteners C'S3_,5 and C'S3_,; can
be achieved from C'S5_,; as

o (CS5_5: Decouple lower H, use C'S,_,1, recouple the decoupled H.
o CS5_.,1: Combine CS5_,5 and CSy_,;.

Note that the existence of C'S;_,; also implies the existence of C'S5_,; since,
we can easily lengthen the signature with our building block | ADD TRIVIAL H|
(see Section 9) and use the C'S;3_,; afterwards.

Level 4 and higher. Similarly as above we can recursively construct C'Sy .3,
CS4_o and CSy_,; for level 4 signatures from a C'Ss_,;.

o US43t Decouple lower H, use C'S3_,5, recouple the decoupled H.
o CS,_,9: Combine C'S;_,3 and CS5_,,.
o) 054_>1: Combine 054_>2 and CSQ_>1.

Again the implication C'Sy,; = (S5, is trivial since we can lengthen the
signature easily before using C'Sy_,.
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Analogously we can construct chain shorteners C'S,_,; where 1 < ¢ < (. Tt
even turns out that the chain shorteners form an implication hierarchy. This
will give us an understanding about the implications of shortening a signature.
But before formally writing down the results we return to the level 1 signatures.

The chain shortener for level 1 signatures. Now we introduce a chain
shortener for a level 1 signature. A level 1 signature is given by

oV = (mP, razaP, s H(m)).

We assume the existence of a chain shortener C'S;_,y which shortens this level
1 signature to a level 0 signature as shown in Figure 17.5.

rizshP  hP
xahP hP
P Xa
P Xa

Figure 17.5: C'S1_,

Here again we can recursively build a C'S;_o for 2 <7 < £ as we did before.
For example we can build a C'Sy_,g from the C'S;_,o as:

1. Decouple the lower H from the level 2 signature,

2. use C'S1_,o to shorten it,

3. add the decoupled H,

4. use C'S1_, again to obtain a valid level 0 signature.

We then can use C'So_, similarly to build a C'S5_,¢ and that to build a C'S,_
and so on.
The existence of C'Si_,o also implies the existence of C'Sy_,; as:

1. Decouple the lower H from the level 2 signature,

2. use C'S1_,o to shorten it,
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3. add the decoupled H and obtain a valid level 1 signature.

The existence of a C'S;_,o also enables us to calculate a~! P for given P,aP. We
use C'S1_,0 as as shown in Figure 17.6 to obtain a='P. We call this an inverter

P P
a 'P P

aP P aP o— 051*}0 —>

aP P

Figure 17.6: Obtaining a='P with C'S;_

and note it as shown in Figure 17.7.

aP a 'P
AN

Figure 17.7: The inverter INV

17.1. The hierarchy of the chain shortening problem. Now we formally
write down our results and analyze the implications of these results. For chain
shorteners we can state:

THEOREM 17.1. 3 CSy; = 3 CS,,; for j < i < i'. This means that if we
can shorten a level i’ signature to a level j signature we can also shorten a level
i signature to a level j signature where i’ > i.

PROOF.  We can lengthen the level i signature with |ADD TRIVIAL H|as much
as necessary until we have a level ¢’ signature and then use the C'S;_,;. U
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THEOREM 17.2. 3 CS;,; = 3 CS,,j for j < j' < i. This means that if we
can shorten a level i signature to a level j signature we can also shorten it to
a level j' signature, where j < j'.

PROOF. Since lengthening the signature is easy we can use C'S;_,; to shorten
the level 7 signature to a level j signature and then use [ ADD TRIVIAL H|as often

as necessary and re-randomize it with | RE-RANDOM | to get a level 5/ signature. [

THEOREM 17.3. 3 CS;,; = 3 CSy_,; for j < i < i. This means that if we
can shorten a level 1 signature to a level j signature we can also shorten a level
i’ signature to a level j signature, where i < i'.

PROOF. To shorten a level i’ signature to a level j signature with C'S;_,; where
i’ > 1, we first have to decouple the lower ¢/ — i H s from the level 7 signature
and use C'S;_,; to shorten it. Then add ¢ — j H s from the top of the decoupled
ones and use C'S;_,; again and continue this process until no decoupled H s are
left. This is the same process we did above for C'Ss_,; and CS;5_,;. Note that
in the case where (i — j) { (i — i) we still can use |ADD TRIVIAL H|to lengthen
the signature accordingly. O

THEOREM 17.4. 3CS;,; A 3OS, = 3OSy, fork < j <i. ACS;, can
easily be constructed from the combination of C'S;_,; and C'S;_,.

Proor. We first use the C'S;_,; on a level i signature to get a level j signature
then we use C'S;_,;, to obtain a level k signature. O

Consider Figure 17.8 which shows the implication hierarchy of the chain short-

eners. Theorem 17.1 and Theorem 17.3 note the implications in the vertical

direction, Theorem 17.2 notes the implications from right to left. The diagonal

implications result from the combination of Theorem 17.3 and Theorem 17.2.
Now we prove the equivalence

= CS,_,9 <= CDH

with a series of lemmas.

LEMMA 17.5. 3 CSi9 = 3 . The existence of C'S_, implies the exis-
tence of | INV|.
PrOOF. Use CS;_,, with the basepoint and aP as shown in Figure 17.6. [

Similar to we define a squarer which returns a?P for given P, aP
as in Figure 17.9.



108 T. Jonas Ozgan

\ : \ \ : \ :
\OSLZ_ osL;_ OSL;_ OSLF_ OSIM

NHEINN

CSiss CSisi™ CSis

\ NN
053%2(_ OS?)—)].(_ CS3~>0
\ \

CSQ%l(_ CSQ*)O

N

CSl%O

CDH

Figure 17.8: The Hierarchy of the chain shorteners

aP 2p
P }—> SQR »E@

Figure 17.9: The squarer SQR

LEMMA 17.6. 3 = 3 . The existence of as in Figure 17.7
implies the existence of .

PROOF. Use the INV with the basepoint and aP to aquire [a*P] as follows

[aP, P] —| [a®P].
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LEMMA 17.7. Assume that halving is easy and an efficient bilinear map e(-, ")
exists. Then 3 m < CDH. The existence of a squarer as in Figure 17.9
is equivalent to solving the computational Diffie-Hellman problem (CDH).

PrOOF. d SQR = CDH.
Input: A base point P, two points aF” and bP for a,b € Z;, a non-degenerate

bilinear map e(-, -), a squarer .

Output: The solution abP to the given CDH instance P,aP,bP.

Compute a?P with .

Compute b*>P with .

Compute (a + b)?P with m

Compute S < (a +b)?P — a?P — b*P = 2abP.

Compute {c; P, co P} « %S.

Use e(¢; P, P) = e(aP,bP) for i € {1,2} to determine the correct solution.
Return the correct solution ¢; P = abP

N Ot W o =

Note that the addition and the halving operation are considered to be easy on
elliptic curves. The latter is basically a square root operation which has two
solutions. To determine the correct answer we use the bilinear map e(-, -) which
is also considered to be an easy operation.

Now we show CDH = 4 . This is trivial since the solution to the given

CDH instance [P, aP,aP] is a®*P. This means that if we have a blackbox
which returns abP for the input [P, aP, bP] we can calculate a*P with the input
[P,aP,aP)]. O

LEMMA 17.8. 3 = 3| INV| The existence of | CDH| implies the existence
of an inverter as described in Figure 17.7.

PROOF. Use with input [aP, P, P] to obtain a™'P. O

LEMMA 17.9. 3 = 3OS, _,9. The existence of| CDH| implies the existence
of the chain shortener C'S;_,g.

PrROOF. Recall that a level 1 signature is given by

[P, xaP, hP, P, rixaP, rlehP],
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to obtain a level 0 signature from these we only need z4hP. Thus using
with input [P, x4 P, hP] gives us a level 0 signature as:

[P, 24P, hP, zahP].
0

The last result is very natural since the level 0 signature is a short signature
(Boneh et al. 2004) which is based on the computational Diffie-Hellman as-
sumption. Now we summarize the results from above:

3¢S0 = 3[INV] = 3 [SQR| <= I [cDH],
3 [Cot] - 3 [T7]

3 = 3CS1 0 -
Completing the hierarchy of the chain shorteners from Figure 17.8 we get:

3[CDH] = 3 CS10 .

Naturally, if we had a blackbox solving /-flexDH instances we could also
build a C'S;_,, from that. For example, assume that a blackbox | 1-f1exDH | ex-
ists which outputs @Q, a@), ab() € G for input P,aP,bP € G. Using |1-flexDH
with input P,z4P, hP would result in Q,z4Q,z4h(), where hP is the hash
value of the message and the public key z4P. The result is basically a level 1
signature given by

(Q7 xAQa {L‘AhQ),

considering that QQ = rP for some r <% Z, . Since we only need the public
key x4 P and the hash value hP we can shorten level ¢ signatures to level
1 signatures with |1-f1exDH|. However, it is not clear how to relate C'Sy,;
to since a C'Sy_,; generates a new 1-flexDH tuple from a given /-
flexDH tuple. Intuitively, every C'S;_,; where j > 1 has some randomness that
we cannot control. This prevents us also from relating these chain shorteners
to more classical problems such as the CDH.

In the end, we observe that the existence of a C'S;_,( implies all other C'S;_,;
for 0 < j < 4 and this is also equivalent to solving CDH. For all other C'S;_,;
where 7 > 1 we can build other chain shorteners but reaching to any C'S;_,
seems not possible.

Even so shortening the signature seems hard to achieve. In conclusion,
achieving logarithmic or sublinear or even constant length signatures seems
out of reach at the moment (Libert & Vergnaud 2008a).
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18. Usage of Random Coefficients

In this section we will analyze the usage of random coefficients. The main
question we will try to answer is “How much randomness is needed?”. Recall
that the signature scheme is not SEUF as noted in Part III, since it can be
publicly re-randomized with the building block (Section 9). Infor-
mation theoretically, ¢ random coefficients are needed to blur the connection
to an re-randomized level ¢ signature. We note this in the following theorem.

THEOREM 18.1. Using | RE-RANDOM | on o¥) we obtain uniform distribution of
the signature elements where o¥) = (oy,...,00,0_4,...,0_1) is any level {
signature on a message m valid for the public key X;.

PROOF. Consider two different level ¢ signatures o = (0g,...,00,0_4,...,0_1)
and o’ = (0{,...,0),0",,...,0" ;) on the same message m valid for the same
public key X;. To transform any o_; into ¢’ ; for an ¢ € {1,...,¢} exactly one
coefficient is required. Therefore, in a transformation where each element o_;
is transformed into o’ ; for all i € {1,...,¢} exactly ¢ coefficients are needed.
As we have seen in Part II, this also necessarily transforms the elements o; into
o/ for i € {0,...,¢}. This is exactly what = T1,_, [RE-RANDOM i |
does, it transforms a given level ¢ signature into another level ¢ signature which
has the same distribution of random elements. O]

Therefore we conclude that, information theoretically, the output of
ReSign(-,m, ¢ — 1,0V Ry, X;, X;)
is indistinguishable from the output of
Sign (-, m, ¢, x;)

where both algorithms output a level ¢ signature on m valid for the public key
X;. Using less coefficients cannot give us this uniform distribution.

We will first look at level ¢ signatures where one of the ¢ coefficients is
1 to analyze what happens when less coefficients are used. After that we will
analyze the case where the random coefficients have a certain relation expressed
by a linear equation. We will observe that in most of the cases the unlinkability
property of the signature is lost.

Although the output of the algorithms ReSign(-) from level £ — 1 to level ¢
and Sign(-) at level ¢ are indistinguishable we will consider these separately in
each subsection. More precisely, in each subsection we consider the cases
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o Signing at level /, here the adversary tries to gather additional infor-
mation from his knowledge.

o Re-signing from level ¢/ — 1 to level /, here the adversary who has
also the predecessor of the resulting level ¢ signature tries to link these
two together.

Note that the discussion below considers only the symmetric pairing setting
and therefore most of the results are not valid for the asymmetric setting (see
Section 11). We address this problem at the end of this chapter.

18.1. Using lesser coefficients. We first look at what happens if one less
random coefficient is used. Recall that [RE-RANDOM| = []_, [RE-RANDOM i], in

this section we assume that one |RE-RANDOM i | was left out, ie. r; = 1.

18.1.1. Signing at level /. We first consider the output of the Sign(-) al-
gorithm at level /.

CASE r, = 1. A signature signed at level ¢ with r, = 1.

Consider Figure 18.1, the (red) encircled H is redundant since the element
aéz) is the same as the public key X 4. This means that an attacker can decouple
this H, which gives him a level ¢ — 1 signature on the same message valid for
the same public key X 4. Thus, if the translation limit in the system was ¢, this

makes it possible to translate the signature once more than allowed.

CASE r; = 1. A signature signed at level ¢ with r; = 1. In Figure 18.2 we
also see that the (red) encircled H is redundant, thus an attacker can again
shorten this signature to a level ¢/ — 1 signature by removing a(ﬁ = P and one

of the (- --7r9)zaP from the signature.

CASE r; = 1. A signature signed at level ¢ with r; = 1.
Here we also see in Figure 18.3 that the (red) encircled H is redundant so
the elements a(ﬁ = P and one of the (ry---7;_1)zaP can be removed.
Generally we observe that using lesser coefficients in the signing process
is equivalent to signing the signature on a shorter level. As mentioned above
this can be disadvantageous if there is a limitation on the number of allowed
translations.

18.1.2. Re-signing from level /—1 to level /. We now consider the output
of the ReSign(-) algorithm when one less coefficient is used.
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(ro_1--+r)xahP H(m)

P (Tg,1 s 7’1)1’AP T’1P

Figure 18.1: ¢(® with r, =1

CASE r, = 1. We first consider a signature re-signed from level ¢ — 1 to ¢
with 7, = 1. In this case as depicted in Figure 18.4 we observe that the last
signer’s public key X 4 (on level £ — 1) is visible in the signature since the new
owner’s public key (on level /) is Xp. Taking away R4p and Xp in the encircled
H gives an attacker a level £ — 1 signature ¢~ valid for the public key X4,
ie. the whole translation is lost. The attacker can also extract the re-signature
key R g, thus also the private prozy property is lost. Since by assumption the
attacker is also in possession of o(¢~1) the predecessor of o(®), he can verify that
o® was most probably translated from ¢“~Y by checking

4 /—1 ? /-1 4
e (50,04 0) L e (o50,0%,,).

Thus, the unlinkability property of the signature is lost since the equivalence
is given by

¢ -1 —1)  _(¢-1
e <U§317 U(—ZH)) =€ (7’5*101&1 )v ‘7(—2+1)>
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(r¢---ro)xahP  H(m)

Tgﬂ?AP TgP

Figure 18.2: ¢ with r; = 1

o (o5 e 0)

1) (0
€ (Uéfl 70(—é+1> .

CASE r; = 1. Here we consider a signature re-signed from level ¢ — 1 to
¢ with m, = 1 as depicted in Figure 18.5. An attacker in possession of the
predecessor o~ of ¢ can see that o*~1 is most probably re-signed into o
since

O'(f% = a(fl_l).
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(re---ri/ri)rahP  H(m)

P (rg---ri/r))zaP

rexaP roP

Figure 18.3: ¢ with r; = 1

He can verify this by checking
e <cr§£),a¥_1)> 2 <0¥_1),U¥)> ’
since the equivalence is given by
e <a§£), ay*l)> =e <(r2 . -m)aizfl), ayfl)>
—e <0§5)7 (ry-- ~W)J§Zil)>

=e (ag_l), 0§£)> .

Again the unlinkability property of the signature is lost.
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P (7‘/3,1 s 7‘1)0{6—1) TlU(_Zl_l)

P (Tg_l I '7‘2)0'5471)

(€) (£-1) (=1 _ (0

Op—1 = Te-10p_ Te-10_yp11 =0 _y41
P Xa R
P

Figure 18.4: Re-Signing o~V to o) with r, = 1

CASE r; = 1. A signature re-signed from level ¢ — 1 to ¢ with r;, = 1.
Generally if one of the coefficients r; = 1 in the re-signing process then we have
o® as in Figure 18.6. An attacker in possession of the predecessor o=V, can
see that o~ was most probably re-signed into o since

S _

—1 —1°

He can verify this by checking

(o) L (o0,0),
because

e (019,059 = ((r -+ rfr)ol®, o39)
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(rf - TQ)Uéeil) H(m/)

A =of]

(e—1) (e-1)
TeTe—10p_4 T¢—10_pyq

P e X A reRa

Figure 18.5: Re-Signing o~V to ¢® with r, =1

=e€ <U,~(571)7 (r1-- ~'rvz/m)0'§ﬁ”>
=e (ay_l), cri(i)l> .

Thus, using one coefficient less in the re-signing process always destroys the
unlinkability property of the signature. Especially if r, = 1 we loose the whole
translation and also the private prory property, since an attacker can easily
access the re-signature key R4p.

18.2. Related Coefficients. Now we analyze what happens if the coeffi-
cients satisfy a linear relation. As mentioned in the beginning, we assume that
the relation is known to an attacker and we will try to find out if an attacker
gains anything else from this knowledge. We start with the simple case where
two coefficients are equal.

18.2.1. Signing at level /.
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U(K»_l)

—1

)

Figure 18.6: Re-Signing o~V to ¢ with r; = 1

CASE r, =r,_1. A signature signed at level ¢ with r, = r,_1.
In Figure 18.7 we see that O'(_ZZ = a(_ZZH which implies that ay) = ry_1x4P
and aéz) = r? x4 P. However an attacker does not seem to gain much from

this knowledge.

CASE r; =ry. A signature signed at level ¢ with r| = ry.

Similarly here in Figure 18.8 we have J(_L? = a(_g = ro P which also is not

very useful for an attacker.



A Multi-use Uni-directional Proxy Re-Signature Scheme 119

rffleP ro_1P
P re—1xaP re—1P
P Xa

Figure 18.7: o® signed with rp = r,_;

CASE r; =1, for : < j. Generally we know that if a signature is signed on

—1

(Figure 18.9).However it seems that this is not much of a use for an attacker.

level ¢ with r; = r;, we would have two elements o) = o(_gj). fori,je{1,....0}

¢
GENERAL CASE [[r{" =1 for some exponents ¢;. The general case
i=1

n
where the relation of the coefficients is given as [ r{* = 1 seems out of reach to
i=1
be analyzed completely within the limits of this thesis. Nonetheless, we want
to get an idea about this relation of the coefficients. Therefore we look into the

next more complex case where r; = r; - 7, which is r; - 7’;1 ~r,;1 =1.
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(re---r3)xahP  H(m)

P (re---13)xaAP ro P

P (re---ro)xaP ro P

P (re---r3)xalP

7‘(3:13AP WP

Figure 18.8: ¢ signed with r = ry

The signature signed at level ¢ would contain the following elements:

¢ ¢ ¢

cr((_)i) =1 P =rr,P, cr((_)j) =1;P, a((_)k) = TkP] .

Assuming that the linear relation r; -T;l -7“,;1 =1 is known to the attacker, he
can verify this by checking

?

e(0"), P) = e(0"), 01),

since

e(c), P) = e(P, P)",
= G(ij, T’kp),

0
@0

(o

o]
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(re---r?---ri/rj)zahP  H(m)

P (rg--r?-ri/rj)zaP

(re---rigari/rj)zaP ( riP

P (rg---r,;+1ri/rj)mAP

(re---rjp1r;)zalP @

P (7'[ e ’I'j+1)iL'AP

W.T}AP ’I“gP

Figure 18.9: o signed with r; = r;

Here we see that we already reach some limit. The nature of the pairings e(-, -),

allows us to treat at most two e; = 1 or one ¢; = 2 and at most two ¢; = —1 or
one ¢; = —2 at all. Anything else seems beyond the scope of group and pairing
relations.

CASE Z a; -r; =0 for n < /. The other general case where the coefficients

are addltlonally related to each other as ayry +agrs + - - -+ a1, = 0 can easily
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be verified because

zn:osz = iaia_i =0-P=0.
i=1 i=1

Note that by assumption the «;’s are known such that the values a;r;P =
o;0_; can “easily” be calculated. Similarly by assumption the addition of these
elements is also considered easy. We conclude that, if related coefficients are
used in the signing process, an attacker is able to verify his knowledge of the
relation but beyond that he does not seem to gain much from this knowledge.

18.2.2. Re-signing from level / — 1 to level /.

CASE r;, =r,1. A signature re-signed from level ¢ — 1 to ¢ with r, = ry_;.
Considering Figure 18.10 we can easily link the signature to its predecessor by

checking
- ?
€ (Uz@a 0(—[2:1)) =€ <XA> U££2+1> ’

since

o (o2, 058) = e (e X o1
=e (XA, Tz_lo(f[fl))
=€ (XA,O'(_ZZ_H) .

This means that again we loose the unlinkability property of the signature.

CASE r; = ry. A signature re-signed from level ¢/ — 1 to ¢ with r; = ro.
Consider Figure 18.11, we can link the signature to its predecessor by checking

e (6,0) Le (04" 61).

since

—e (a(f;”,a(f}) .

Again the unlinkability property is lost.
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PGl e

2 -1 -1
2ol el
P re—1xaP re—1Ra
P

Figure 18.10: ¢~V re-signed to o) with r, = r,_;

CASE r, =r; for ¢« < j < /(. Consider Figure 18.12, as we have seen in the
previous cases one could analogously link the level ¢ signature to its predecessor

by checking
e (cr(_gf,o(_zj_l)) Ze <0£€[1),0(_£j)»> :

e (a(_gf,a(_zjl))

since

—J

e (cr e_l), ria(ﬁ_l))

—3 —j

=e (cr(g-_l), a(o) .

i —j

€ ('r’@-a(_/”]{ Y, U(H))

We conclude that, if two (or more) equal coefficients are used in the re-
signing process the unlinkability property of the signature is lost.
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P (ol moY =0l

P (rg---r )aéeil) 'rga(f;l) = 0(2

7‘(3:13AP WRA

Figure 18.11: ¢~V re-signed to ¥ with r; = r,

GENERAL CASE [[r" =1 for n < {. Again we only consider the next
i=1

more complex case where r; = rj - 5. A signature which was re-signed from
level £ — 1 to level ¢, contains the following elements:

cr(_gl? = ria(_gi_l) = rjrkcr(_gi_l),
0 _ (1)

Since we know that the elements a(f; b a(f;l) and a(_z,; Y are different mul-

tiples of the base point P we can define them as three points P;, P; and Py by
setting
P = U(z'_l) =P

—1



A Multi-use Uni-directional Proxy Re-Signature Scheme

125

(Tﬁ e 7-7;2 . 7-1/7*'7»)0'(()5_1) H('fn)

. . 2/, =1)  (£-1 4
(re-- rip1r; 7j)0§ TiJ(_i ) :J(_g

-1
P (reeeemifry)oly)

I - — —
(w~-~7’j+m)a§€ 2 TiU(_j D o= U(_j b

P (reorin)otiy”

W.T}AP WRA

Figure 18.12: ¥ signed with r; = r;

/—
P = a(_j D= v P,

Pyi=o' ) =P,

for some i, v, 1 € Z,; .
0

—1 —J

Now we can rewrite the re-signature elements o
multiples of the base point P as

az@ = Tio-(_zi_l) = 1P = ryiP = eyl
¢ (-1
a;) :Tja(_j ):ijj =175 P,

) and cr(f,)C as different
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a,(f) = rkcr(fk_l) =r. P, = ryv P

For linking the signature to its predecessor we could try the following

e(ryy; P, P) = e(P, P) "
= e(rjriP, v P)

= e(rjriP, oM.

or the other way around:

e(rjv; P, ryiP) = e(rjriP, vy P)
= G(TZ'P, ’YJ’YkP)a

which is actually worse, since we do not know any of the values on the right
hand side of the equations.

It seems that, to be able to link these two signatures, we at least have to
calculate the value r;r; P from given Tjd(_gj_l) and Tko(_gk_l)

Another view point would be to fix the element o'V

—1

as (), and rewrite

a(f;l) and a(_é,zl) relative to () as
Q=0o'7",
aQ =o',
bQ = a(_glzl).
Recalling that
g (fz) =riQ,
a(f])» = r;aQ),
o (_él)ﬁ = rbQ,
our task is now to verify that r; = ”Z;kb, with these elements. This would

allow us to link the re-signature o to its predecessor o1, We define this
as the 4-fold decisional Diffie-Hellman problem.

DEFINITION 18.2. 4-fold decisional Diffie-Hellman problem (4-DDH) is,
given @, a@),bQ, aQ), 5Q, 2Q) € G determine whether z = %
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Setting r; = z,7;0 = « and b = [ gives us the equivalence. To solve this
4-DDH instance in our pairing setting we can calculate the following values

e(a@,b@Q) ==
e(aQ, ribQ) = 5”“
e(bQ, rjaQ) = £,
e(ab@Q, r;Q) = &7,

This would reduce our task to solve the decisional Diffie-Hellman (DDH) in-
stance in Gp. This is, given &, ™, £ & determine if ¢ = mn. Note that to
be able to do so we also need to calculate ab() from given @), a@), b() which is
a computational Diffie-Hellman (CDH) instance in G. By assumption both of
these instances are considered to be hard in the corresponding groups G and
G respectively. Summarizing the results from above we get

CDH(G) + ¢(-,-) + DDH(G7) = 4-DDH(G).

Thus, it is unlikely that an attacker knowing even the simplest form of the rela-
tion r; = r; - r is able to link the signature to its predecessor. Consequently it
is also unlikely that an attacker with the knowledge of a more complex, general
relation between coefficients is able to link a re-signature to its predecessor.

n
CASE ) «;-r; = 0 for n < (. Beginning with a simple case assume that
i=1
a relation as r; = r; + 1 is known. Then, as we have seen before, a signature
re-signed from level ¢ — 1 to level ¢ would contain the elements

o) =rieTY,
( (¢-1)
(7(_5,)C = rka(_g,zl)

Again we know that the elements a(fi_ 1),0(4_ Y and a(fk_ D" are some different

multiples of the base point P. As above we can rewrite the elements of the
level ¢ signature as

(¢

72 = ri7i P,
¢
a(_]) = 1,7, P,
0'(2 = rYe P
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Now if we try to link these elements we do the following
e(ryv; P, P) = e(P, P)""
=e((r; +r5)P,vP)
=e(r; P, a(f;l)) e(r,P, a(f;l)).
(=1

As above we could try to calculate the values ;P and 7P from r;o and

rkcr(_zk_l) respectively to link the signature to its predecessor.

Also, another view point is to fix a(_éfl) as () and rewrite a(_ZJI) and 0_3;1)

as a@ and b(Q such that
Q = U(g'_l)a O-(O = riQ)

Differing from above here our task would be to verify if r; = ab(r; + ry), for
linking o to its predecessor o‘~!. In our pairing setting we can calculate the
values

Given &,&™, €™, £ we could easily determine if ¢ = m + n by calculating £™ - £"
and therefore link the re-signature ¢ to its predecessor o1, However, as
above we still need to calculate ab() from given @), aQ, bQ) which is again a CDH
instance in G.

Summarizing all the results from above, we see that the usage of so many
coefficients is indeed necessary. Using less or even two equal coefficients, de-
stroys the wunlinkability property of the signature. Using related coefficients
however does not seem to effect the security requirements of the signature.
This is because an attacker knowing even the simplest form of a general rela-
tion of two coefficients, ie. r; = r; - 1, or r; = r; + 1y, is not able to link the
signature to its predecessor or gain other useful knowledge against the security
requirements. Unless of course he is able to solve at least the CDH problem.
This means that, probably there is no harm in using related coefficients in the
form of [, 7" =1 or in the form ) |, a;r; for n < ¢, as long as two coeffi-
cients are not related to each other as ar; = Br;. This implicates that a shorter
signature is probably also sufficient.
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18.3. The asymmetric setting. As noted in the beginning of this section
most of the results achieved above are not valid for the asymmetric setting
where the pairing has the form

€ZG1XG2—>GT

for groups G, Gy and Gr. For example in the general case where two equal
coefficients (r; = r;) are used in the re-signing process, we were able to link the
re-signed signature 0¥ to its predecessor oY) by checking

e (cr(g) 0(@—1)) Ze (a“'—l), cr(o> .

-7 = —i —Jj

Naturally, this does not work in the asymmetric setting because the elements
in the pairing above would all be from the same group Gs.

An idea to overcome this difficulty would be to look for an efficient mapping
between G, and Gy such that we could transform the elements of Gy into
elements of G and vice versa when required. If we could find such a map, the
results from above would also be valid for the asymmetric setting. However,
finding such a map would also imply that the decisional Diffie-Hellman (DDH)
assumption does not hold in the asymmetric setting. We recall the decisional
Diffie-Hellman problem.

DEFINITION 18.3. The decisional Diftie-Hellman problem is, given P,aP,bP, cP &
G to decide whether ¢ = ab. The decisional Diffie-Hellman assumption is that
this problem is hard to solve for certain groups G.

Obviously, in a pairing friendly group G with the symmetric setting this as-
sumption does not hold since one can easily check

e(aP,bP) = ¢(cP, P).

As mentioned above, if an efficient map between G; and G, was found the DDH
assumption would also not hold in the asymmetric setting. However, the DDH
assumption is believed to be hard on ordinary pairing friendly elliptic curves
in the asymmetric setting because no efficient maps seem to exists between Gy
and G Freeman (2010). Therefore it seems that in the asymmetric setting the
knowledge of the coefficient relations gives an attacker even less information
than in the symmetric setting.
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19. Conclusion

Concluding the results in this chapter, it seems that this type of construction
of a multi-use uni-directional proxy re-signature does not allow much tweaking
when it comes to efficiency. As already pointed out in the previous sections,
shortening the signature seems hard to achieve although a shorter signature
is probably sufficient for the same security requirements. Note that the infor-
mation given to the proxy is strongly related to the unlinkability, transparency
and the private prozy properties of the signature scheme and that this infor-
mation is included into the new signature during the translation process. This
inevitably will increase the size of the signature. This also increases the amount
of randomness which is used to blind out the elements for achieving the unlink-
ability. This means that the amount of random coefficients is strongly related
to the translation process of the signature.
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Part V
Applications

In this section we will try to point out the possible applications of prozy
re-signatures as motivated in the beginning of Part II. Although prozry re-
signatures have been analyzed for their usages in e-cash systems by the “pair-
ings and advances in cryptology for e-cash” PACE-Project (2008), the most
promising application of prozy re-signatures was proposed for an interoperable
digital rights management(DRM) architecture in Taban, Céardenas & Gligor
(2006). After discussing this proposal in detail, we will shortly consider some

other usages of prozy re-signatures, as proposed in Ateniese & Hohenberger
(2005) and Chow & Phan (2008).

20. Torwards an Interoperable Digital Rights
Management System

The increasing availability of broadband internet connections, and the large
variety of digital media such as music and video files, e-books and other digital
content has made trading these items through DRM content providers a very
lucrative business. The recent success stories like Apple’s iTunes, mark the
economic importance of online shopping for digital content. The popularity of
smart phones, portable multimedia players, the next generation gaming con-
soles serving as media centers and the emerging market of home entertainment
industry indicate that this business will grow even further in the next years.
However, the lack of interoperability is a major factor for users to complain,
since they cannot use the digital content on the device of their choice. In a
survey carried out by INDICARE (2005), users polled that they were willing to
pay a higher price for more usage rights and device interoperability. The sur-
vey concluded that “it certainly pays for digital music providers to offer flexible
usage rights, sharing features, and to enable the usage of digital music on var-
ious devices”. Consequently this lack of interoperability does not only concern
end users but also digital content providers, since it slows down the growth of
the industry and gives reasons for circumventing DRM mechanisms. Although
there have been similar approaches to DRM interoperability as in Koenen et al.
(2004) and Kravitz & Messerges (2005), the most satisfying approach is the one
of Taban et al. (2006), which we analyze now.
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20.1. Proposed Architecture. The architecture in the proposal consists
of the commonly accepted model for the home networks consisting of

o Content providers (CP) who provide digital content to consumers
protected by their own DRM mechanisms.

o Consumer electronics (CE) operators who provide electronic de-
vices to users and guarantee the DRM capability and the soundness of
their devices against manipulations, for example with a trusted platform
module (T.C.G. 2008).

o Licensing organizations who certify and manage compliant devices.
These organizations also manage revocation lists of compromised or cir-
cumvented devices.

o Domain interoperability manager (DIM) operators who manufac-
ture and sell devices that allow interoperability between different content
providers.

o Home network consists of one single domain where consumers want to
use the digital content they have purchased on different devices.

Consider Figure 20.1, the interoperability problem deals with two different
devices D4 and Dg, for content providers P4 and Pg respectively. The domain
interoperability manager (DIM) transfers the digital content available for D4
by provider P, into the one of Pg used by Dp.

20.2. Interoperability Framework. For the entities defined above we now
explain their roles and the trust relationships between them. This model also
serves as a guarantee for all participants when a new party joins the system.

o Licensing Organizations act like a certificate authorities with well
known public keys. The licensing organizations certify the CE and the
DIM operators and keep lists of compromised and circumvented devices.

o CE operators certified by the licensing organization are bound to man-
ufacture and sell only compliant devices. These devices store the certifi-
cates for the CE issued by the licensing organization. Such a certificate
authorizes the public key PKp, of the device D4 as well as the public
key PK 4 of the content provider A.
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Figure 20.1: Interoperable DRM System

o Content Providers deliver digital content to authenticated devices after
ensuring that the devices receiving digital content are not compromised or
revoked by the licensing organizations. At the end of a delivery through
secure communication channels a device D, stores the encrypted con-
tent <{M}CEK, L ={CEK, R}pKDA, apKA>, where L is the license
containing the content encryption key C EFK and the rights R associated
with the content M encrypted with PKp, the public key of device D4,
and as well as the signature opy, signed by DRM content provider A on

the license L verifiable with the public key PK 4 of the content provider
A.

o Domain Interoperability Manager (DIM) is the heart piece of the
interoperability framework. It stores the re-encryption key RE,p and
the re-signature key RS 4p for translation between DRM providers A and
B. Tt also stores translation policies on which the DRM operators have
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agreed before. These policies can contain how many times a file can be
translated, how many devices should be accepted, etc. The assumption is
that the DIM has at least periodical internet connectivity which provides
it with the necessary tools and updates for translating between various
DRM providers and their devices. Besides these functions the DIM can
also provide the user with the necessary information of his rights on differ-
ent content and devices. It can inform the users of their options regarding
the purchased digital content.

20.3. Cryptographic Tools. The two main tools used to achieve this pro-
posed framework are prozy re-encryption (Part 1) and prozy re-signatures. As
mentioned before, a prory re-encryption scheme allows a semi trusted proxy
to translate a ciphertext Cpg, computed under the public key PK 4 of Aylin
into a ciphertext Cpg, that can only be decrypted with the secret key SKp of
Boris. On the other hand a prozry re-signature scheme allows a semi trusted
proxy to translate a signature o4 valid for the public key PK 4 of Aylin into
a signature og on the same message valid for the public key PKpg of Boris.
As mentioned above a device D4 of the content provider A stores a digital
content {M }cpk, alicense L = {CEK, R}pKDA encrypted with the public key
PKp, of device Dy, a signature opg, on {CEK, R} signed by the content
provider A and as well as the public key PK 4 of the content provider A. To
access the content the device D, first verifies the license L with the public
key PK 4, then decrypts the license L with its secret key SKp, to obtain the
content encryption key C'EEK which is used to access the digital content M.
Usually its safe to assume that CEK is used with a symmetric encryption
algorithm because of it is efficiency. Note that we also assume that the device
cannot be compromised or at least it will be revoked when it is compromised.

20.4. Proposed Protocols. In this framework the DIM acts as a semi
trusted proxy which by assumption already has the re-encryption and re-
signature keys RE,p and RS,p, respectively. As mentioned before this can
be achieved with (at least) periodical internet connectivity. Based on the trust
and DRM realizations of the content providers, two different protocols are pro-
posed.

20.4.1. Protocol 1. This protocol minimizes the providers’ trust in the DIM
by disallowing him the access to the unencrypted content M. The disadvantage
of this is that the exporting device D4 and the importing device Dg must render
similar DRM formats. This means that the different DRM systems must use
similar encryption and signature algorithms as well as similar rights expression
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languages. Nonetheless this protocol can be used for for different devices of
the same content provider or for multi devices which support more than one
providers DRM mechanisms.

[ ]
O |

DIM
Device D4 Device Dg
{M}erxk ST T T >  {M}cek
R(EETLC(REAB, {CEK, R}PKDA)
L ={CFEK, R}pKDA ° L' ={CFK, R}pKDB

opic ({CEK,RY) o M08 00) o, ((CEK, RY)

Figure 20.2: Protocol 1

Consider Figure 20.2, the DIM will first re-encrypt the license L = {CEK, R} pr,
which can be decrypted using the secret key SKp, of device Dy to L' =
{CEK, R}pKDB which later can be decrypted with the secret key SKp, of
device Dp. The DIM then will re-sign the signature opg, to opg, on the
same unencrypted license {C EK, R} which is now verifiable with the public
key PKp of the content provider B. Note that the DIM cannot verify the
signature of the unencrypted license since it has only access to the encrypted
content {M }cpx and the encrypted license {CEK, R}pr, -

20.4.2. Protocol 2. This protocol allows interoperability of content providers
with different DRM mechanisms. Specifically this protocol supports diversity
in content formats, right expression languages and encryption algorithms. The
only assumption is that the exporting and importing devices support the same
signature scheme. In this protocol the exporting device D4 and the DIM agree
on a session key k, to avoid the disclosure of the secret key SKp, of device
D4. Device Dy then decrypts L and encrypts it again with the session key k.
Then the DIM does the following:

1. Receive ({MA}CEKA, L = {CEK4, Raly, O'PKA) and dpg,, where My
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is the digital content encoded with the format of the content provider
A, CEK, is the content encryption key provided by A, R4 the rights
expression language of A, opk, the signature of A on (CEK 4, R4) and
dpr, is a signature of A on (IDy,,IDp,) the identifiers of the digital
content and the associated rights.

2. The DIM first decrypts L = {CEKa, R}y to obtain CEK4 and Ry,
and obtains M4 by decrypting {Ms}ork, with CEK 4.

3. Then the DIM transcodes M4 into the format Mpg of the content provider
B and translates R4 into the rights expression language Rp of provider
B.

4. After generating a new content encryption key C EKpg the DIM encrypts
Mp with the symmetric encryption algorithm of provider B and obtains
{Mpg}crk,. Now the DIM calculates a new license L' = {CEKp, RB}pKDB
by encrypting it with the public key PKp, of device Dg.

5. The DIM now signs {CEKp, Rg} by using its own secret key SKpry
with a certificate cert issued by the content provider B that certifies the
public key PKpry and obtains opg,,.

6. Finally the DIM re-signs the signature dpg, using the the re-signature
key Rap and gets dpk,. This is signature is used to assure that the
transferred content is authentic and original.

Now the importing device B receives {Mp}copk,, L = {C’EKB,RB}pKDB,
OpKg, Opk, which is a valid content for the DRM provider B with the correct
encoding of the file M and the rights expression language Rg of B. In this
protocol the transcoding and the translation process can be very time consum-
ing especially for lager files. Also, as mentioned in the beginning, this process
requires a greater amount of trust in the DIM from content providers because
the DIM has access to the unencrypted content M.

20.5. Security. Traditionally there are three types of attacks for DRM sys-
tems. These are attacks against:

1. the DRM protocols,
2. the client devices, ie. their secure storage,

3. and the rendering application.
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The purpose of these attacks is to obtain the unencrypted digital content. In
an attack against the DRM protocol, the attacker tries to exploit a weakness
in the design or implementation of the protocol. In an attack against the client
devices, the attacker tries to corrupt the device such that he can get access to
the raw content. In an attack against the rendering application, the attacker
tries to obtain the unencrypted content while rendering it. Beyond this in an
interoperable DRM architecture the authors define three new attacks. These
are:

1. the cross-compliancy of devices,
2. splicing of content with an illegitimate license,
3. and leakage of content or content encryption keys on the migration path.

The most important concern for interoperability is that the attackers will dis-
cover vulnerabilities of certain implementations for compromising devices. To
obviate this, providers need to assure that all devices are up to date and com-
pliant. The reasonable assumption is that the home network has at least peri-
odical internet connectivity such that content providers can check if a device is
up to date before delivering digital content. This is complicated since the DIM
and the importing devices also need to be up to date and the content transfer
between devices can also happen off line.

In the second threat scenario the concern is that an attacker can obtain a
license from a possibly corrupted device and modifies the license accordingly
or produces another one to get access to the raw content.

The third threat scenario is that an eavesdropper can learn secret informa-
tion from the interoperability protocol itself. Furthermore a corrupted device
can also be used to extract secret information from compliant devices.

20.5.1. Security of protocol 1. As mentioned above this protocol allows
minimal trust to the DIM. The DIM is used as a semi trusted proxy who
translates the signatures and the ciphertext. Thus, if an attacker compromises
the DIM the best he can do is to extract the re-signature and re-encryption
keys which don’t give him any further advantage. Since the DIM does not have
access to the unprotected content, the attacker does not gain anything during
the translation process. Therefore the only way to attack the system is to break
the underlying cryptographic assumptions.

20.5.2. Security of protocol 2. Any attacker corrupting the DIM cannot
gain any information on the system secrets because the DIM does neither store
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the secret keys of content providers nor of devices. Furthermore to prevent
attackers from simply generating their own re-signature and re-encryption keys,
the DIM is validated through an initial registration with the various content
providers.

The biggest concern in protocol 2 is the fact that the DIM has access to
unprotected content, either directly when decrypting the content or indirectly
through the decryption of the license. Therefore the content providers have
to make sure that the DIM is working on trusted computing platform (T.C.G.
2008) to ensure that the translated content is not leaked during the whole
translation process.

For further considerations about security, ideas about attestation of com-
pliant devices, attack scenarios and a more detailed insight of this proposal we
refer to the original publication Taban et al. (2006).

21. Masking the Internal Structure of a Company

Recall one of the motivations in the beginning of Part I1, a company with differ-
ent working groups each mandated by its own supervisor. When a (sub)project
is finished the supervisor signs it with his own private key. Then the signature
of the supervisor is translated (via a proxy) into the signature of the company.
For example, an automobile company does not manufacture all the parts of
their cars, more likely the company has its own contractors (other companies)
which are specialized in manufacturing specific parts. The manufactured parts
are sent, to the company’s different divisions like fabrication, service, spare parts
sales, etc. The parts in possession of these different divisions which are possibly
distributed all over the world must all have a valid signature of the car com-
pany itself. Here we can safely assume that modern day logistics in this scale
uses RFID chips to deploy signatures. However these chips usually cannot be
re-programmed and have limited storage space. This rules out the trivial solu-
tions mentioned in Part II. Besides that, the car company could also delegate
its signing rights to its different branches, however this would also increase the
chance of misuse. In addition to this, due competitive reasons the car com-
pany is interested in keeping its supply partners confidential. Thus, a prozy
re-signature scheme can be very useful in this kind of global and distributed
setting. The different divisions, after receiving and verifying the quality of the
manufactured parts, translate the signatures of the manufacturers into valid
signatures of the car company. The different divisions act as a proxy between
the part manufacturers and the car company.
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22. E-Passport Systems and Graphs

Proxy re-signature schemes can also be used in immigration and customs ser-
vices for travelers with machine readable travel documents like e-passports.
The signature within the e-passport can be transformed while the traveler
passes through different checkpoints. This process ensures that the traveler
goes through all the required checkpoints while only one signature is kept
within the passport. In general, prozy re-signatures can be used to ensure
that a certain path in a graph is taken. This can be achieved by simply pro-
viding each node in the graph, except the first one, with the re-signature keys
but no signing keys, such that each node is only able to translate signatures
of adjacent nodes. Consider Figure 22.1, the signer A generates the signature
o4(m) for the message m, along the path the intermediate nodes act as proxies
and transform the signature into its final version op(m) which is then verified

by V.
/ g ......
Q \O

Figure 22.1: An authenticated path

We note that even if one or more nodes are compromised they still cannot
produce signatures of their own, thus message injection is not possible at any
time. Since only one signature needs to travel the path, there is no need for ac-
cumulating signatures and public keys along the path. Recall the unlinkability
property of the signature scheme, a full path can be kept secret since each node
on the path has only the information of the preceding node. This setting can
be very useful in networks where the trustworthiness of all nodes is not given.

23. Certificate Management

The certification of public keys is usually implemented as a signature from the
certificate authority (CA) on the public key belonging to a specific identity.
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Naturally the certification of new public keys is a time consuming and expensive
process. These certificates are often deployed in networks to allow transactions
between users. Now consider two different networks where the users only trust
their certification authority due to security reasons. When two users Aylin and
Boris in different networks want to communicate with each other, they will first
exchange their certified public keys. However, by assumption Aylin only trusts
CA; and Boris only C'A; such that they cannot verify the identities of each
other. In this setting prozy re-signatures could be very useful since the different
certification authorities could set up proxies to allow the translation of their
signatures. Generalizing this, prozy re-signatures can be used for transparent
cross-certification between different certificate authorities such that certificates
of one authority can be converted into certificates of others.
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Part VI
Conclusion

The research field of digital signatures is diverse and very fascinating. Different
requirements and application areas, led to various types of digital signatures
some of which we discussed at the end of Part I. Specially when it comes to
practical applications in digital rights and e-cash systems, prozy re-signatures
can be very useful because of their translation property. In this context we
introduced and analyzed the multi-use unidirectional proxy re-signature pro-
posed by Libert & Vergnaud, in detail. We first introduced the scheme step by
step to provide a comprehensive understanding of the signing and translation
process before writing down the formal notations.

In Part III, we reviewed the cryptographic assumptions, the adversary
model and the two different simulation environments. We also introduced a
new security definition which overcomes the outlined shortcomings of original
security definition from Ateniese & Hohenberger (2005). We observed that
our new security definition does not only include all the requirements listed
in Libert & Vergnaud (2008a) but also provides the necessary flexibility to be
adapted and used for different requirements. This brought us to the conclusion
that our new security definition can be used in the future to prove the security
of different proxy re-signature schemes. We finished this chapter with a de-
tailed proof of security in the random oracle model and in the standard model
after a slight modification of the signature scheme.

In Part TV, we have seen that the amount of randomness used in each trans-
lation step, is necessary to preserve the unlinkability property of the signature.
We also introduced a new problem class, the chain shortening problem, which
we used to analyze the length of the signature. We observed that if shortening
the signature was somehow possible this would almost mean solving the CDH.
Thus, we concluded that if the proxy has to insert some information (even a
single bit) into the signature, we would inevitably end up with signature which
grows with the number of delegations.

In Part V we pointed out some usages of prozy re-signatures, specially the
proposed interoperable DRM architecture from Taban et al. (2006). Despite
these practical applications of proxy re-signatures, discussed in that chapter, it
is still desirable to have a multi-use proxy re-signature scheme which combines
the identities of the content provider and the user purchasing it. In such a
scheme, when Aylin purchases a file m from the content provider Peter, a
combined signature op4 of P and Aylin should authenticate the document m.
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If now Aylin wants to give away the file to Boris, the translation property
should allow the translation of op, into opp a combined signature of Boris
and Peter. Ideally of course this should happen without the interaction of the
content provider Peter. This is because, as in a flea market example, only
Aylin and Boris have interact for trading. In the research area of content
protection and e-cash systems constructing such a signature could be very
innovative and useful.
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