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Solutions to Chapter 2 3

Chapter 2

2.1 Sinceal�1 6= 0, we haverl�1 � a = ∑0�i<l airi � ∑0�i<l(r� 1)ri = rl � 1,
and taking logarithms, we obtainl�1� logr a < l. Sincel is an integer, this is
equivalent tol�1= blogr a.
2.3 (i) The single precision subtraction instruction takestwo single precision
integersa andb and the contents of the carry flag as input, and outputsc and sets
the carry flag� such thata�b� =�� �264+ c.

(ii) ALGORITHM 2.6 Subtraction of multiprecision integers.
Input: Two multiprecision integersa = (�1)s ∑0�i�n ai264i, b = (�1)s ∑0�i�n bi264i,

not necessarily in standard representation, withjaj> jbj ands 2 f0;1g.
Output:c = (�1)s ∑0�i�n ci264i such thatc = a�b.

1. 0 � 0

2. for i = 0; : : : ;n do
ci � ai�bi�i, i+1 � 0
if ci < 0 then ci � ci +264, i+1 � 1

3. return (�1)s ∑
0�i�n

ci2
64i

(iii) With a = (�1)s ∑0�i�n ai264i andb = (�1)s ∑0�i�n bi264i, we havejaj> jbj
if and only if an = bn; an�1 = bn�1; : : : ;an�i+1 = bn�i+1; an�i > bn�i for somei 2f0; : : : ;ng. Each comparison is essentially a single precision subtraction.

2.5 ALGORITHM 2.7 Multiplication by a single precision integer.
Input:a;b2 Z such thatb = (�1)s ∑0�i�m bi264i, with s2 f0;1g anda;b0; : : : ;bm 2f0; : : : ;264�1g.
Output: The multiprecision integerab 2 Z.

1. computec0;w1 2 f0; : : : ;264�1g such thata �b0 = w1264+ c01 � 0

2. for i = 1; : : : ;m do

3. computeui;wi+1 2 f0; : : : ;264�1g such thata �bi = wi+1264+ui

4. computeci 2 f0; : : : ;264� 1g andi+1 2 f0;1g with i+1264+ ci =
ui +wi +i

5. cm+1 � wm+1+m+1

return (�1)s ∑0�i�m+1 ci264i

2.7 We have�(a)� �(b) � �(q) � �(a)� �(b) + 1. The bounds are achieved
whena = 264(m�1), b = 264n�1 anda = 264m�1, b = 264(n�1), respectively.
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4 Solutions to Chapter 3

2.8 Suppose to the contrary thatx2 = q �(2x+1)+r, with q;r2 Z[x℄ and degr < 1.
Comparing leading coefficients, we find that 1= lc(q)�2, which is impossible since
lc(q) 2 Z.

2.9 We replace step 3 of Algorithm 2.5 by

3. if degr = m+ i then
if bm j lc(r) then qi � lc(r)=bm, r � r�qixib
else return “FAIL”

else qi � 0

This proves existence ofq and r in case that the inner condition is always true.
Uniqueness follows from the uniqueness ofq andr over K. Conversely, leti �
n�m be the largest index such that degr = m+ i andbm - lc(r), and suppose that
there existq�;r� 2 R[x℄ such thata = q�b+ r� and degr� < degb. By the invariant
a = (∑i< j�n�m q jx j)b + r, which holds at the beginning of step 3, we find that
r = q��b+ r�, whereq�� = (q��∑i< j�n�m q jx j). Comparing leading coefficients
leads to the contradiction lc(r) = lc(q��)bm.

Chapter 3

3.3 We prove all statements for an integral domainR in which any two elements
have a gcd and a lcm, withj � j replaced by normal(�).
(i) By definition of the gcd, we have that gcd(a;b) j a. If a j b, thena is a common

divisor of a and b, and hencea j gcd(a;b). Thus gcd(a;b) = normal(a) since
both elements are normalized. Conversely, if normal(a) = gcd(a;b), then a =
lu(a)gcd(a;b), anda dividesb.
(ii) follows from (i) with b = a, b = 0, anda = 1, respectively. (This part of the

exercise is only present in the 2003 edition.)
(iii) is immediate from the definition.
(iv) Every common divisor ofa;b;c divides both sides of (iii), and both sides

of (iii) are common divisors ofa;b;c. The claim follows from both sides being
normalized.
(v) The claim is clear ifc = 0, and we may assume thatc 6= 0. If d 2 R dividesa

andb, then normal(c)d dividesca andcb, and gcd(ca;cb). In particular, this holds
for d = gcd(a;b). Conversely,c is a common divisor ofca andcb, and hencec
dividesd = gcd(ca;cb). Let ca = da�, cb = db�, andd = cd� with a�;b�;d� 2 R.
Thenca = cd�a� andcb = cd�b�, and sinceR is an integral domain, this implies
that a = d�a� and b = d�b�, so thatd� is a common divisor ofa and b. Thus
d� j gcd(a;b) and d = cd� j normal(c)gcd(a;b). The claim follows since both
sides are normalized.
(vi) If normal(a) = normal(b), thena andb have the same divisors. Thus for

d 2 R, we have

d j gcd(a;c) () d j a andd j c () d j b andd j c () d j gcd(b;c):
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All claims (and their proofs) remain valid when the gcd is replaced by the lcm and
all divisibility statements are “reversed”.

3.4 gcd(a;bc) = gcd(gcd(a;ab);bc) = gcd(a;gcd(ab;bc)) = gcd(a;gcd(a;c)b) =
gcd(a;b) = 1.

3.5 (ii) Let a;b 2 R with b 6= 0 andÆ 2 D be such thatd(b) = Æ(b). SinceÆ is
a Euclidean function, there existq;r 2 R such thata = qb+ r andÆ(r)< Æ(b). By
the definition ofd, we haved(r)� Æ(r)< Æ(b) = d(b).
(iii) We defineÆ� by Æ�(b) = Æ(ab) andÆ�(r) = Æ(r) if r 6= b. ThenÆ�(r)� Æ(r)

for all r 2 R, and we have to show thatÆ� is a Euclidean function. Letf ;g 2 R
such thatg 6= 0. If g 6= b, then there existq;r 2 R such thatf = qg+ r andÆ�(r)�Æ(r) < Æ(g) = Æ�(g). If g = b, then there existq;r 2 R such thatf = qab+ r andÆ�(r)� Æ(r)< Æ(ab) = Æ�(b).
(iv) Let a;b 2 Rnf0g. Dividing a by itself with remainder, we findq;r 2 R such

thata= qa+r andd(r)< d(a). If r 6= 0, thenq 6= 1 andd(r) = d((1�q)a)� d(a),
and this contradiction shows thatr = 0 andd(0)< d(a).

If a 2 R�, thend(ab)� d(b) andd(b) = d(a�1(ab))� d(ab), whenced(ab) =
d(b). Conversely, suppose thatd(ab) = d(b). Then there existq;r 2 R such that
b = q(ab)+ r andd(r) < d(b). But d(r) = d((1� qa)b) � d(b) if 1 6= qa, and
hencer = 0 and 1= qa.
(v) Let Æ be a Euclidean function. Since for alla 2 R, a = q �1+ r is satisfied for

q = a andr = 0, the functionÆ� defined byÆ�(0) = �∞, Æ�(1) = 0, andÆ�(b) =Æ(b) for b 6= 0;1 is also a Euclidean function, whenced(0) = �∞ andd(1) = 0.
By (iv), we haved(a) = d(a �1) = d(1) = 0 if and only if a 2 R�.
(vi) By the minimality ofd, we haved(b)� degb for all nonzerob 2 F [x℄. Sup-

pose thatn = d(b) < degb for some nonconstantb 2 F [x℄, and thatn is mini-
mal with this property. Then there existq;r 2 F [x℄ such thatxn = qb + r and
degr = d(r) < n < degb. Comparing degrees on both sides, we see thatq = 0
andr = xn. But thend(r) < n = degr, contradicting the minimality ofn, and we
conclude thatd = deg.

In the integer case, for alla;b 2 Z such thatb 6= 0 we may findq;r 2 Z such
thata = qb+ r andjaj � jbj=2. This proves thatÆ(b) = blog2 jbj is a Euclidean
function. The proof thatd = Æ is analogous to the polynomial case, withx replaced
by 2.

3.6 (i) Let p1; : : : ; pr be the normal forms of all pairwise non-associate prime di-
visors ofab. Then normal(a) =∏1�i�r pei

i and normal(b) =∏1�i�r p fi
i for some in-

tegerse1; : : : ;er; f1; : : : ; fr 2 N , and∏1�i�r pminfei; fig
i is the gcd and∏1�i�r pmaxfei; fig

i

is the lcm ofa andb.
(ii) This follows from (i) and the fact that max(ei; fi)+min(ei; fi) = ei + fi for

all i.
(iii) We show gcd(a1 � � �an�1;an) = 1 and the claim simultaneously by induction

on n. The casen = 2 is (ii). For n > 2, Exercise 3.4 witha = an, b = a1 � � �an�2,
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6 Solutions to Chapter 3

andc= an�1, and the induction hypothesis imply that gcd(a1 � � �an�2 �an�1;an)= 1.
Thus

lcm(a1; : : : ;an�1;an) = lcm(lcm(a1; : : : ;an�1);an)= lcm(normal(a1 � � �an�1);an)= normal(a1 � � �an�1)normal(an) = normal(a1 � � �an);
by the induction hypothesis and (ii).
(iv) No; a counterexample isa1 = 6, a2 = 10,a3 = 15 in R = Z.

3.7 (i) follows from the first property and the surjectivity of d, using Exercise
3.5 (iv).
(ii) The first two properties imply thatF is closed under+ and�. By (i), we have

02 F , and 12 F follows fromd(1) = d(1�1) = d(1)+d(1). Finally, Exercise 3.5
(iv) implies thatR� = F nf0g.
(iii) We prove existence by induction onn = d(a). This is clear forn = 0. If

n > 0, then we dividea by xn with remainder and obtainan;r 2 R with a = anxn+r
andd(r)< n. Then clearlyan 6= 0, and the first two properties imply thatd(an) = 0.
Inductively, we find thatr = an�1xn�1+ � � �+a1x+a0 and obtain a representation
of a as required. For the uniqueness, it is sufficient to prove that a = 0 has no
representation of the required form withn � 0. This follows from the first two
properties.

3.10 No.

3.11 (i) 1; (ii) 17; (iii) 13; (iv) 7.

3.14 (i) 1 forp = 2, x+2 for p = 3.
(ii) x2+1 for p = 2, x+1 for p = 3.
(iii) x+4.
(iv) x+1 for p = 3, x2+3x+2 for p = 5.

3.15 It is clear that all quotients are positive. We only prove the claim about thesi,
using induction oni. For i = 1, we haves2i = s2 = s0�q1s1 = 1> 0 ands2i+1 =
s3 = s1�q2s2 =�q2 < 0. Fori > 1, we use the induction hypothesis to conclude
that s2i = s2i�2� q2i�1s2i�1 is positive ands2i+1 = s2i�1� q2is2i is negative. An
alternative proof is by using Exercise 3.20 (iv).

Similarly, we show that 1� jsij< jsi+1j for i� 3. If i = 2, thenjs3j= js1�q2s2j= q2js2j � js2j= 1:
If i� 3, then jsi+1j= jsi�1�qisij= jsi�1j+qijsij> qijsij � jsij � 1;
by what we have shown above and sincejsi�1j> 0, by induction.
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3.17 We haves �2+ t � x = gcd(2;x) = 1, and substituting 0 forx yields the con-
tradictions(0) �2= 1.

3.18 Let ( f ;g) and ( f �;g�) in (R n f0g)2 be two pairs with the same Euclid-
ean representation(�0; : : : ;�`;r`;q1; : : : ;q`). Then inductivelyr`�1 = q`r`, r`�2 =
q`�1r`�1+�`r`, : : : , r1 = q2r2+�3r3, andr0 = q1r1+�2r2 are the remainders in the
Euclidean Algorithm for both pairs. Thus( f ;g) = (�0r0;�1r1) = ( f �;g�), which
proves injectivity. For the surjectivity, let̀2 N >0, �0; : : : ;�` 2 F nf0g, r`;q1 2 R
nonzero, andq2; : : : ;q` 2 R nonconstant. If we setr`+1 = 0 and inductively define
r`�1;r`�2; : : : ;r1;r0 2 R as above, then degri+1 < degri andri�1 = qiri + �i+1ri+1

is a division with remainder for 1� i� `. We have lc(ri�1) = lc(qi) lc(ri) = lc(ri)
for 1� i� `, and inductively, allri are monic. Thus(�0; : : : ;�`;r`;q1; : : : ;q`) is the
Euclidean representation of(�0r0;�1r1). Finally, deg�0r0 = degq1 + deg�1r1 �
deg�1r1, and�1r1 is nonzero since�1 andr` are.

3.19 (ii) The units are�1;�i.
(iv) The four gcds and their representations as linear combinations are 1+ i =�i �6+(1+2i)(3+ i), 1� i=�1�6+(2� i)(3+ i),�1� i= i �6+(�1�2i)(3+ i),�1+ i = 1�6+(�2+ i)(3+ i).
(v) One gcd is 89+66i.

3.23 From Lemma 3.8 (vi) (Lemma 3.8 in the 1999 edition) and the fact that the
ti alternate in sign (Exercise 3.15), we find that

f = jri�1ti� riti�1j= ri�1jtij+ rijti�1j � ri�1jtij;
g = jri�1si� risi�1j= ri�1jsij+ rijsi�1j � ri�1jsij

for 1� i� `+1.

3.25 (iii) At each recursive call, at least one of log2 a and log2 b is diminished
by at least 1, and hence the recursion depth is at mostblog2 a+ blogb 2 O(n).
The cost per step isO(n) word operations.
(iv) ALGORITHM 3.18 Binary Extended Euclidean Algorithm.

Input: a;b 2 N >0.
Output:(s;t) 2 Z2 such thatsa+ tb = gcd(a;b).

1. if a = b then return (1;0)
2. if botha andb are eventhen return EEA(a=2;b=2)
3. if exactly one of the two numbers, saya, is eventhen(s�;t�) � EEA(a=2;b)

if s� is eventhen return (s�=2;t�) else return ((s��b)=2;t��a=2)
4. if botha andb are odd and, say,a > b, then(s�;t�) � EEA((a�b)=2;b)

if s� is eventhen return (s�=2;t�� s�=2)
else return ((s��b)=2;t�� (s�a)=2)
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3.30 (i) Leth = ∑n�0 Gnxn 2 Q [[x℄℄. We have

h = G0+G1x+ ∑
n�2

(2Gn�1+Gn�2)xn = x+2xh+ x2h;
whenceh = �x=(x2+2x�1). The zeroes of the denominator are�1�p2, and
the partial fraction expansion is

h = �2�p2
4

1

x+1+p2
+ �2+p2

4
1

x+1�p2= �p2
4

1

1� (1�p2)x +p2
4

1

1� (1+p2)x= p2
4 ∑

n�0

�(1+p2)n� (1�p2)n
�:

Sincej1�p2j< 1, we haveGn = p
2

4 ((1+p2)n� (1�p2)n)� p
2

4 (1+p2)n for
largen.

(ii) With f = Gn+1 andg = Gn, the length of the least absolute remainder Eu-
clidean Algorithm forf ;g is`= n� log1+p22

p
2Gn 2 0:786log2 g+O(1):

Thus the worst case length of the standard Euclidean Algorithm is about twice as
long as the worst case length of the least absolute remainderEuclidean Algorithm.

3.31 (i) Induction onn.

(ii) Induction onn and (i).

(iii) Induction onn, (i) and (ii).

(iv) Wrong: for example,F5 remF4 = 5 rem 3= 2 6= 1= F1 = F5 rem 4.

(v) Write n = qk+ r with 0� r < k and use (i) through (iii).

(vi) Follows from (v) by induction along the Euclidean Algorithm.

(vii) Letting k = n�1 andk = n in (i), we find that(F2n;F2n+1) = (Fn�1Fn +FnFn+1; F2
n +F2

n+1) = (2FnFn+1�F2
n ; F2

n +F2
n+1)

if n � 1, and this “doubling formula” allows to compute(Fn;Fn+1) in a repeated
squaring fashion. (SinceFn � �n+, by Exercise 3.28, the two multiplications in the
last step each take more thann=64 word operations.)

3.32 (i) The remainders arefn�2; fn�3; : : : ; f1; f0, and�i = 1 for all i. We have
f0 = 1, f1 = x, fn+2 = x fn+1+ fn for all n 2 N , and degfn = n if n� 1.

(ii) Fn+1 = fn(1) for all n 2 N .
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(iii) Let f ;g 2 Q [x℄ of degreesn = degf > degg � 0. Then the number of divi-
sion steps in the Euclidean Algorithm for( f ;g) is at mostn, and this is achieved
for f = fn andg = fn�1.

Chapter 4

4.1 ALGORITHM 4.13 Remainder modulo a single precision integer.
Input: A nonnegative multiprecision integera = ∑0�i�n ai264i, with 0� ai < 264

for all i, and a single precision integerp with 263� p < 264.
Output:a rem p.

1. if an < p then r � an else r � an� p

2. for i = n�1;n�2; : : : ;0 do
computeq;r� 2 f0; : : : ;264�1g with r �264+ai = qp+ r� andr� < p
r � r�

3. return r

4.2 (i) (80=63) �230� 1:36�109; (ii) at most 1:36�10�8.

4.3 (ii) We havebi = 2bi+1�2myi+m + yi for i < n�m�1. So we first com-
putea rem p, bn�m�1 rem p, and 2m remb, at a cost ofO(m) word operations, by
Exercise 4.1. Thenbi rem p can be computed frombi+1 rem p and compared to
a rem p in time O(1) for eachi < n�m�1, orO(n) for all i.

(iii) For a fixedi the error probability is at mostk �10�17, and the probability that
an error happens for somei is at mostnk �10�17. This is at most 0:001 as long as
nk � 1014.

4.7 No.

4.8 (i) a = 353; (ii) a = 777.

4.9 t1 =�x3�2x2�1, g2 is not invertible, and henceQ [x℄=h f i is not a field.

4.11 (i) h = x4 + x3 is the modular inverse; (ii)h = x3 + x2 +1 satisfiesf h � 0
modg.

4.13 (i) f = x3+4x2+4x+5; (ii) x2+6x+1.

4.14 (i) The second equivalence is Theorem 4.1. Leth = gcd( f ;m). Then f g�
0 modm () m=h dividesg, by Exercise 3.16, and the first equivalence follows.

(ii) In the ringZ, 2 is neither a unit nor a zero divisor.

4.15 (ii) a = 5: unsolvable;a = 6: x 2 f4;9;14g; a = 7: x = 12.

4.16 There are precisely(q�1)`+1qn0 pairs of polynomials with degree sequence(n0;n1; : : : ;n`) if n0� n1.
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4.17 (i) Lets = #S andt = #T for short. The number of pairsf ;g of degreen
andm, respectively, with a given degree sequence of length` is (q�1)`+1qn, by
Exercise 4.16. The degree sequences are in one-to-one correspondence with the
subsets off0; : : : ;m�1g, and hence the number of degree sequences of a given
length` 2 ft +1; : : : ;m+1� sg containing no element ofS and all elements ofT
is
�m�s�t`�1�t

�
. The number of all pairs of polynomials of degreen andm, respectively,

is (q�1)2qn+m. Thus

pS;T = ∑
t+1�`�m+1�s

�
m� s� t`�1� t

�(q�1)`+1qn(q�1)2qn+m= q�m(q�1)t ∑
0�`�m�s�t

�
m� s� t` �(q�1)`= q�m(q�1)t(1+q�1)m�s�t = q�s(1�q�1)t :

(ii) We have prob(Xi = 0) = pfig;Ø = q�1 and prob(Xi = 1) = 1�prob(Xi = 0) =
1�q�1. The independence follows from

prob(Xi = 0 for i 2 S andXi = 1 for i 2 T )= pS;T = q�s(1�q�1)t = ∏
i2S

prob(Xi = 0) �∏
i2T

prob(Xi = 1);
for all disjoint subsetsS;T � f0; : : : ;m�1g.
4.21 ALGORITHM 4.14 Brauer’s algorithm.
Input: a 2 R, whereR is ring with 1,n 2 N >0, and a parameterk 2 N >0.
Output:an 2 R.

1. q � 2k

let n = nlql +nl�1ql�1+ � � �+n1q+n0 with 0� nl ; : : : ;n0 < q andnl 6= 0

2. for j = 2;3; : : : ;q�1 do computea j

3. bl  � anl

4. for i = l�1; : : : ;0 do bi � bq
i+1 �ani

5. return b0

Each execution of the loop body in step 4 takesk squarings and one multi-
plication. Thus the algorithm useskb(logn)=k � logn squarings andw2k(n) +
2k�2� (logn)=k+2k�1 ordinary multiplications, where log= log2 andw2k(n)
is the number of nonzero digits in the 2k-ary representation ofn. Choosingk =bloglogn� logloglogn leads to an overall cost of(1+o(1)) logn (Brauer 1939).
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4.24 (i) We proceed by induction onn. The casen = 1 is trivial, and we assume
that n > 1. Let h� = gcd( f1; : : : ; fn�1). By the induction hypothesis, there exist
s�1; : : : ;s�n�1 2 R such thats�1 f1+ � � �+ s�n�1 f �n�1 = h�. Now the Extended Euclidean
Algorithm computess;t 2 R such thatsh�+ t fn = gcd(h�; fn) = h, and the claim
follows by lettingsi = ss�i for 1� i < n andsn = t.
(ii) For part (i) of Theorem 4.11, leth = gcd( f1; : : : ; fn). It is clear that if a so-

lution exists, thenh dividesa, sinceh divides any linear combination off1; : : : ; fn.
Conversely, ifh dividesa, then using the first part of this exercise and multiplying
by h=a yields a solution of the linear Diophantine equation.

To prove part (ii), we rewrite (6) in the forms f T = a, wheres = (s1; : : : ;sn) and
f = ( f1; : : : ; fn) are vectors inRn. Then for alls� 2 Rn, we have

s� f T = a = s f T () (s�� s) f T = 0 () s�� s 2U () s� 2 s+U:
To show part (iii) of the Theorem, we note that thesi j may be obtained induc-

tively as in the first part of this exercise. The inclusionRu2+ � � �+Run �U is clear
since anyui is in U and hence any linear combination of theui is. Conversely,
let s = (s1; : : : ;sn) 2U . Thenhn�1 = gcd( f1; : : : ; fn�1) dividessn fn, hn�1=hn di-
videssn, and hences+ qnun 2U for qn = snhn=hn�1. Now the last component of
that vector is zero, and we conclude inductively that there exist q2; : : : ;qn 2 R such
that s� = s+∑2�i�n qiui 2 U and has the second up to thenth component zero.
Finally, s� f T = 0 implies thats� = 0, and the claim follows.
(iii) Dividing si by l= fi with remainder if necessary, we may assume that degsi+

degfi < degl for 2� i� l. Since dega < l, this implies that also degs1+degf1 <
degl.

4.26 (i) 14=3= [4;1;2℄ and 3=14= [0;4;1;2℄.
(ii) [2;1;4℄ = 14=5 and[0;1;1;100℄ = 101=102.

4.27
p

2= [2;1℄,p2�1= [1℄,p2=2= [0;1℄,p5= [2;4℄,p7= [2;1;1;1;4℄.
4.29 (iii) Induction oni or Exercises 3.20 (iv) and 4.28.
(iv) The first claim is again proven by induction oni. Then

g� ci =� ti�1��iti
si�1��isi

+ ti
si

=� ti�1si� tisi�1

si(si�1��isi) = (�1)i+1

si(si�1��isi) ;
and deg(g� ci) = �degsi� deg(si�1��isi) � �2degsi� deg�i < �2degsi if
i� 2.
(v) We have

degri = deg

�
sir1

�r0

r1
+ ti

si

��= 2n+ k+deg

��r0

r1
�g
�+�g+ ti

si

��
< 2n+ k+maxf�n� k;�2ng � k

andri=si = r0+ ti=sixn+k � r0 modxn+k.
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4.32 Up to sign, thefi andqi coincide with the remainders and the quotients in
the traditional Euclidean Algorithm, and Lemma 3.8 impliesthat f` = gcd( f ; f 0)
is a constant andfi and fi+1 have no common roots for 0� i < `.

Obviouslyw is constant on all subintervals of(b;c) containing no roots of anyfi,
and we only have to investigate what happens immediately to the left and to the
right of a zero of somefi. Thus we may assume that there is somet 2 (b;c) such
that the two subintervals(b;t) and(t;c) both contain no root of anyfi, and that
f j(t) = 0 for some j 2 f0; : : : ; `� 1g. Suppose first thatj > 0. Then, as noted
above,f j�1(t) 6= 0 6= f j+1(t), and hence the signs off j�1 and f j+1 are constant on
the whole interval. Now

f j�1(t) = q j(t) f j(t)� f j+1(t) =� f j+1(t)
implies thatf j�1 and f j+1 have opposite signs on the whole interval, so that there is
precisely one sign change inf j�1(b); f j(b); f j+1(b) and in f j�1(c); f j(c); f j+1(c),
regardless of the signs off j(b) and f j(c). Thus a zero off j with j > 0 (there
may be several suchj) does not make the value ofw change. On the other hand,
if j = 0, then f1(t) 6= 0, whence the sign off1 is constant on(b;c), but the sign
of f0 left from t is different to its sign right fromt. If f1(t) = f 0(t) > 0, then
f is increasing neart, and we have one sign change inf0(b); f1(b) and none in
f0(c); f1(c). Similarly, if f1(t)< 0, then f is decreasing neart, and again we have
one sign change inf0(b); f1(b) and none inf0(c); f1(c).

Chapter 5

5.1 (ii) a0 = 0, a1 = 0, a2 = 1, a3 = 3.

5.2 Forn 2 N , let bn = ∑1�i�n ai pn�i 2 Z be pn times the initial segment of the
p-adic expansion of lengthn, with b0 = 0.
(ii) The p-adic expansion terminates if and only ifpns=t = bn 2 N for some

n 2 N , and since gcd(s;t) = 1, this is in turn equivalent tot j pn, and also tot� = 1.
(iii) If k = 0, thens=t = bl ∑ j�1 p� jl = bl=(pl � 1), and sinces=t is a reduced

fraction, we havet j pl�1, or equivalently,pl � 1 modt. Thus gcd(p;t) = 1 and
ordt(p) j l. Conversely, if gcd(p;t) = 1, l� = ordt(p), and we letb = s(pl��1)=t <
pl�, thens=t = b∑ j�1 p� jl� yields a purely periodicp-adic expansion, so thatl � l�,
and finallyl = l�.
(iv) k is the least nonnegative integer such thatpks=t� bk has a purely periodic

expansion, or equivalently,pks=t�bk = sk=tk for two coprime integerssk < tk with
gcd(p;tk) = 1, by (iii). Sincebk is an integer ands andt are coprime, we havetk =
t=gcd(pk;t). With u as in (i), we find that gcd(p;tk) = gcd(pk+1;t)=gcd(pk;t) =
gcd(pk+1;u)=gcd(pk;u), and hence gcd(p;tk) = 1 if and only ifu j pk. This proves
the second claim, and the first one follows fromtk = t=gcd(pk;t) = t=gcd(pk;u) =
t� and (iii).
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5.4 (i) f = 3x2+3x+1.
(ii) The set of all solutions isf + hx(x�1)(x�2)i, and hence there are 5n�2

solutions of degree at mostn if n� 2, namelyf f +r �x(x�1)(x�2):r 2 F5[x℄ and
3+degr � ng.
5.5 (i) f = 6x2+5x+1.

5.6 A polynomial f 2 F5[x℄ satisfies (38) if and only iff � r mod(x� a) for
all a 2 F5, or equivalently, f � r modx5� x, sincex5� x = ∏a2F5

(x� a), by
Fermat’s little theorem. Thus each suchf is of the form f = r + g � (x5� x) for
someg 2 F5[x℄, and allg 2 F5[x℄ do occur. We have degf = 5+ degg � 5 if
g 6= 0, and degf = degr < 5 if g = 0. With the degree constraint degf � 5, we
can take precisely the constant polynomials 0;1;2;3;4 2 F5[x℄ for g, and all five
solutions arer;r+(x5�x);r+2(x5�x);r+3(x5�x);r+4(x5�x). For degf � 6,
all polynomialsg2 F5[x℄ of degree at most 1 yield a solution, and there are exactly
25 of them.

5.7 (i) The polynomiall = ∑0�i<n li has degree less thann and l(ui) = 1 for
0� i < n. The polynomiall�1 has degree less thann andn rootsu0; : : : ;un�1,
hence is the zero polynomial.

5.8 The claim is clear ifui = u j for somei 6= j, and we may assume that all
ui are distinct. There is nothing to prove ifn = 1. So we letn > 1 andd =
VDM(u0; : : : ;un�2;x) 2 R[x℄n�n. Thend(ui) = 0 for 0� i � n� 2, so thatd is
divisible byp= (x�u0) � � �(x�un�2). Now p is monic of degreen�1 and degd �
n� 1, and we conclude thatd = lc(d)p. Laplace expansion along the last row
shows that lc(d) = VDM(u0; : : : ;un�2), and the claim follows from the induction
hypothesis and substitutingun�1 for x.

5.11 The cost for computingg(u1); : : : ;g(un�1) is 3n� 3 arithmetic operations
in F , and the cost for computing(x� u0)g+ v0 after the recursive call is another
2n�2 operations. Thus the overall cost is∑1�i�n(5n�5) = 5

2(n2�n).
5.12 (i) The polynomialf (x)� f (�x) has degree less than 2n and 2n zeroes�u0; : : : ;�un�1 and hence is the zero polynomial.
(ii) For the existence, we take the Lagrange interpolation polynomial of degree

less than 2n such thatf (�ui) = vi for all i. By (i), this is an even polynomial.
If there is another even polynomialf � such thatf �(ui) = vi for all i, then also
f�(�ui) = vi for all i, and the uniqueness follows from the uniqueness of the inter-
polating polynomial at the 2n points�u0; : : : ;�un�1.
(iii) g(x2) = f (x).
(iv) The corresponding statements are:Æ If f 2 F [x℄ of degree less than 2n is such thatf (�ui) = � f (ui) for all i, then

f (�x) =� f (x).Æ There is a unique odd interpolating polynomialf 2 F [x℄ of degree less than 2n
such thatf (ui) = vi for all i.
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Æ If g 2 F [x℄ of degree less thann is such thatg(u2
i ) = vi=ui for all i, then f (x) =

xg(x2).
(v) f0 = 9(p3�2)�2

x4� 3(5p3�8)
2� x2 + 3(p3�1)

2
, f1 = �18(3p3�5)�3

x5 +
9(4p3�7)�2

x3� 9
p

3�22
2� x.

5.13 (iii) f = (5y2+7y)x3+(6y2+4y+1)x2+(9y2+4y)x+3y2+7+4y.

5.14 Leth2 F [x℄ of degree at mostn�2 such thath(ui) = f (ui) for 0� i� n�2.
Then the set of all interpolation polynomials of degree lessthan n at then� 2
points isfh+ d � (x� u0) � � �(x� un�2):d 2 Fg and contains exactly #F elements
if F is finite. Precisely one of them also satisfiesg(0) = c, since the interpolation
problemg(ui) = f (ui) for i� n�2 andg(0) = c has exactly one solution of degree
less thann. Thus each elementc2F is equally “likely” without the secret of player
n�1.

5.15 f = 23.

5.16 The set of all solutions is 1234+2431Z, where 2431= 11�13�17, and there
are preciselyb(106�1�1234)=2431= 410 nonnegative solutions less than 106.

5.17 They agreed to meet again on 24 December 1999.

5.18 Sesamy Street is 555 feet long.

5.19 (i) The polynomialx2�2 has no roots inF5, so that it is irreducible. Thus(x2�2)2 is reducible and has no roots.
(ii) Since all polynomials have degree at most three, it suffices to check that they

have no zeroes. This reveals thatm0;m1 andm3 are irreducible, whilem2 has the
linear factorx�2.
(iii) Since m0 andm1 are irreducible, monic, and distinct, they are coprime, and

the Chinese Remainder Theorem guarantees that a solution exists. Using the Chi-
nese Remainder Algorithm, we find thatf = 3x3+3x2+4x+4.

5.20 After multiplying the second congruence with the inverse�x of x modulo
x2 + 1 and dividing the third congruence (including the modulus)by x + 1, we
obtain the equivalent system

f � 1 mod(x+1); f ��x+1 mod(x2+1); f � 1 mod(x2+ x+1):
Its unique solution of least degree isf = 2x4 + 3x3 + 2x + 4, and the set of all
solutions isf + h(x+1)(x2+1)(x2+ x+1)i.
5.22 (i) By the Chinese Remainder Theorem, an interpolatingpolynomial sat-
isfying (39) exists if and only if interpolating polynomials modulop0 and modulo
p1 exist. If, for some fixedk 2 f0;1g, we haveui � u j mod pk but vi 6� v j mod pk,
then clearly no interpolating polynomial modulopk exists. On the other hand,
if this is not the case, then we obtain an interpolating polynomial modulopk by
simply ignoring each duplicate pair(ui;vi) modulopk.
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(ii) Again by the Chinese Remainder Theorem, the interpolating polynomial of
degree less thann is unique modulom if and only if it is unique modulo eachpk,
and this in turn is equivalent to saying that all pointsui are distinct modulo eachpk.
(iii) Modulo 3, the first two conditions are equivalent, and the problem reduces

to finding ag 2 F3[x℄ of degree less than 3 satisfying

g(1)� 2 mod 3; g(2) mod 2 mod 3:
Obviouslyg0 = 2 is the solution of least degree, and there are two further solutions
of degree less than 3, namely

g1 = g0+(x�1)(x�2) = x2+2 andg2 = g0+2(x�1)(x�2) = 2x2:
Modulo 5, we are looking for a polynomialh 2 F5[x℄ of degree less than 3

satisfying
h(1)� 2 mod 5; h(2)� 0 mod 5; h(4)� 4 mod 5:

There is a unique such polynomial given, for example, by the Lagrange interpola-
tion formula

h � 2� (x�2)(x�4)(1�2)(1�4) +0� (x�1)(x�4)(2�1)(2�4) +4� (x�1)(x�2)(4�1)(4�2)� 4(x2+4x+3)+4(x2+2x+2)� 3x2+4x mod 5:
Thus there are precisely three interpolating polynomials modulo 15 given by

f � gi mod 3; f � 3x2+4x mod 5

for i = 0;1;2, and we may compute them by using the Chinese Remainder Al-
gorithm. By inspection, we see that the required modular inverses are given by
2�3+(�1) �5= 1. Then

f � gi � (�1) �5+(3x2+4x) �2�3� (2+ i(x2+2)) �10+(3x2+4x) �6� (3+10i)x2+9x+(5+5i) mod 15

for i = 0;1;2, and the three solutions are 3x2+9x+5, 13x2+9x+10, and 8x2+9x.

5.23 (i) Letg = gcd(m0;m1) 2 R, and suppose thatf 2 R satisfies both congru-
ences. Thenv0 + s0m0 = c = v1 + s1m1 for somes0;s1 2 R, and hencev0� v1 =
s1m1� s0m0. The right hand side is divisible byg, and so isv0� v1.

Conversely, we assume thatg dividesv0� v1. By Theorem 4.10, we may com-
putes;t 2 R such thatsm0 + tm1 = v0� v1, using the Extended Euclidean Algo-
rithm, and thenf = v0� sm0 = v1+ tm1 solves the congruences.
(ii) The set of all solutions is�34+252Z, since the solution is unique modulo

252= lcm(36;42).
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5.25 Yes, both are isomorphic toZ60.

5.32 (i) The sum formula for the determinant (Section 25.5) givesr = mn.

(ii) ALGORITHM 5.32 Small primes modular determinant overF [x℄.
Input: A = (ai j)1�i; j�n 2 F [x℄n�n with degai j � m for all i; j, whereF is a field

with more thanmn elements.
Output: detA 2 F [x℄.

1. r � mn, chooser+1 distinct pointsu0; : : : ;ur in F

2. for i = 0; : : : ;r computeA(ui)
3. for i = 0; : : : ;r do di � detA(ui)
4. computed 2 F [x℄ of degree at mostr such thatd(ui) = di for 0� i � r by

interpolation

5. return d

The cost isO(m2n3) for step 2,O(mn4) for all Gaussian eliminations in step 3,
andO(m2n2) for step 4, in totalO(mn4+m2n3).
(iii) detA =�2x3�2x2�3x; (iv) r = m1+ � � �+mn; (v) detA =�2x2+3x+2.

5.34 (i) jcij � ∑ j+k=i ja jbkj � nB2.

(ii) ALGORITHM 5.33 Small primes modular multiplication inZ[x℄.
Input: a;b 2 Z[x℄ of degree less thann and with max-norm at mostB.
Output:ab 2 Z[x℄.

1. C � nB2, r � dlog2(2C+1)e
chooser distinct prime numbersm0; : : : ;mr�1 2 N

2. for i = 0; : : : ;r� 1 computeci 2 Z[x℄ of degree at most 2n� 2 and with
max-norm at mostmi=2 such thatci � aibi modmi, using polynomial multi-
plication inZmi [x℄

3. call the Chinese Remainder Algorithm 5.4 to computec 2 Z[x℄ of degree
at most 2n� 2 and with max-norm at mostC such thatd � di modmi for
0� i < r

4. return c

5.37 k = 5: x4+2x3+2x2+ x+1, k = 4: no solution,k = 3;2;1: 1=(x2+ x+1).
5.38 Suppose thatr;t 2 F [x℄ is a solution. Butr has at least #S � k roots and at
leastn�#S > 1 non-roots, whence degr � k, a contradiction.

5.41 (ii) Fork 2 fn j +1; : : : ;n j�1g.
5.43 (i) unsolvable; (ii)�= 16�3x3�7x2�9x+3

.

5.45 (i)
1
4

1(x+1)2
+ 1

2
1

x+1
+ 3

4
1(x�1)2

� 1
2

1
x�1

; (ii) � 1
x3

+ 2
x2

+ 1
x
� 2

x2+1
.
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Chapter 6

6.4 Let f = (∑0�i�n aixi)=b 2 K[x℄ andc = c�=d 2 K, with all ai andc� in R and
b;d 2 Rnf0g. Then

cont( f ) = gcd(a0; : : : ;an)=normal(b); cont(c) = normal(c�)=normal(d);
and

cont(c f ) = cont

� ∑
0�i�n

c�aix
i

bd

�= gcd(c�a0; : : : ;c�an)
normal(bd)= normal(c�)gcd(a0; : : : ;an)

normal(b)normal(d) = cont(c)cont( f ):
This proves Lemma 6.5. Now letg = (∑0�i�m cixi)=d 2 K[x℄, with all ci 2 R and
d as before. We may assume thatf g 6= 0. Then Lemma 6.5 and Corollary 6.7
(overR) yield

cont(bd)cont( f g) = cont(b f �dg) = cont(b f )cont(dg)= cont(b)cont(d)cont( f )cont(g):
Now 0 6= cont(bd) = normal(bd) = normal(b)normal(d) = cont(b)cont(d) im-
plies that cont( f g) = cont( f )cont(g), and finally

pp( f g) = f g=cont( f g) = f=cont( f ) �g=cont(g) = pp( f )pp(g):
6.5 cont and pp is not a normal form onK[x℄ since there are associate elements
which have different normal forms: for example, we have pp(�1) = �1 6= 1 =
pp(1) in Q [x℄.
6.8 Letq be a prime divisor of 2A+1.

6.9 (ii) R� = f�2i: i 2 Zg.
(iii) Every nonzero elementb2R can be uniquely written asb = a2i with a; i2 Z

anda odd, and normal(b) = jaj defines a normal form.
(iv) contZ( f ) = 2, contR( f ) = contQ ( f ) = 1.

6.10 We may assume that degf +degg� 1. By Corollary 6.21, there exist poly-
nomialss;t 2 Z[x℄ such thats f + tg = r. Plugging inx = u, we haves(u) f (u)+
t(u)g(u) = r, and since gcd( f (u);g(u)) divides the left hand side of this equation,
it dividesr.

6.11 The entriesSi j of the Sylvester matrixS = Syly( f ;g) are

Si j =� fn�i+ j if 1 � j � m;
g j�i if m < j � m+n:
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For a typical summand of the determinant, given by a permutation � on the index
setf1;2; : : : ;n+mg, we have

degy ∏
1� j�n+m

S� j; j = ∑
1� j�m

degy fn�� j+ j + ∑
m< j�m+n

degy g j�� j� ∑
1� j�n+m

� j� ∑
1� j�m

j+ ∑
m< j�m+n

(m� j) = nm:
6.12 (i) The claims are trivial ifn = 0 or m = 0, and we may assume that
both are positive. Letfn = lc( f ) andgm = lc(g). We start with indeterminates
a1; : : : ;an;b1; : : : ;bm, and let f � = fn ∏1�i�n(x� ai) andg� = gm ∏1� j�m(x� b j)
in the UFDR[a1; : : : ;an;b1; : : : ;bm℄[x℄. Now we leti � n and j � m, and denote
the homomorphism which substitutesb j for ai by a bar. Its kernel is the idealhai�b ji. Then x� b j divides gcd( f �;g�), and sincefn = fn and gm = gm are
nonzero, we haveres( f �;g�) = res( f �;g�) = 0, by the proof of Lemma 6.25. Thus
ai�b j dividesr� = res( f �;g�), and alsor = ∏i; j(ai�b j) does, since all the linear
factors are pairwise coprime. Now the total degree ofr in the ai andb j is nm,
the total degree ofr� is at mostnm, and hencer and r� agree up to some mul-
tiplicative constant fromR. We haver�(0; : : : ;0;1; : : : ;1) = f m

n � ((�1)mgm)n and
r(0; : : : ;0;1; : : : ;1) = (�1)nm, and hencer� = f m

n gn
mr. Letting

I = ha1��1; : : : ;an��n;b1��1; : : : ;bm��mi;
we find res( f ;g) = res( f � mod I;g� mod I) = r� mod I = f m

n gn
mr mod I, again by

the proof of Lemma 6.25, and the claims follow.

6.15 (i) Let f � = ∑0�i�n aixi andg� = ∑0�i�m bixi be generic polynomials with
coefficients in the UFDS=Z[a0; : : : ;an;b0; : : : ;bm℄, where theai andbi are indeter-
minates, andr� = res( f �;g�)2 S. Then Corollary 6.21 yields nonzero polynomials
s�;t� 2 S[x℄ with degx s� < m and degx t� < n such thats� f �+ t�g� = r�. Apply-
ing the ring homomorphism':S �! R which maps theai to the coefficients off
and thebi to the coefficients ofg, we find polynomialss = '(s�) andt = '(t�)
in R[x℄ of the required degrees such thats f + tg = '(r�). Since'(an) and'(bm)
are nonzero, we obtain Syl( f ;g) from Syl( f �;g�) by applying' to each entry, and'(r�) = res( f ;g) = r.
(ii) If r is a unit, then (i) yieldss;t 2 R[x℄ of the required degrees withs f +tg = r,

and hence(r�1s) f + (r�1t)g = 1. Conversely, lets0 f + t0g = 1 for s0;t0 2 R[x℄
with degs0 < m and degt0 < n. Since f is monic, we findq 2 R and t1 2 R[x℄
such thatxt0 = q f + t1 and degt1 < n. So we lets1 = xs0� qg, and thens1 f +
t1g = x. If n+m � 2, then comparing degrees on both sides yields deg(t1g) =
degt1+m < n+m, sinceg is monic, and hence degt1 < n. Proceeding inductively,
we find polynomialss1;s2; : : : ;sn+m�1 andt1;t2; : : : ;tn+m�1 in R[x℄ with degsi < m,
degti < n, andsi f + tig = xi for 0� i < n+m. Summarizing thesen+m equations
into one matrix equation, we find that Syl( f ;g) �A= I for a matrixA2R(n+m)�(n+m)
and the(n+m)�(n+m) identity matrixI. Taking determinants yieldsr �detA= 1.
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6.18 (i) res( f ;g) = 184140000= 25 �33 �54 �11�31.
(ii) We haveh = 1. From (i) and Lemma 6.25, we conclude that the gcd of

f mod p and g mod p is nonconstant forp = 2;3;5;11;31, and 1 for all other
primes.

6.21 The stated method is not a probabilistic algorithm because there are specific
pairs of inputs (sayx andx2) where itneverreturns the correct output.

6.23 Fromf (�) = 0, we find that

1� ∑
0�i<n

���� fi

fn
�i�n

����� ∑
0�i<n

�
bj�j�n�i �∑

i�1

�
bj�j�i = b��b

:
6.24 (i) Letl = n+m�2k anda = ∑0�i<l aixi 2 R[x℄, with all ai 2 R. Then the
coefficients ofxn+m�1;xn+m�2; : : : ;x2k in the product polynomialha are precisely
the coefficients ofH � (al�1; : : : ;a1;a0)T . Since each column ofS is the coordinate
vector ofxi f � or xig� for somei 2 N , the corresponding column ofHS is a shift of
an initial segment of the coefficient sequence off = h f � or g = hg�, respectively.
Moreover, detH = hn+m�2k

k , and hence detT = degH �detS = hn+m�2k
k r.

(ii) By (i), each column ofT has 2-norm at most(n+1)1=2A, and Hadamard’s
inequality 16.6 implies thatjrj � jdetT j � (n+1)n�kA2n�2k.

6.25 We havep - b sincep> b. Let�= lc(h)2 Z. Theorem 6.26 shows that� j b,
and that�v� h mod p if and only if p - r. In this case, we havew� bv� (b=�)h
mod p. Now jjwjj∞ < p=2, Corollary 6.33 shows thatjj(b=�)hjj∞ � B < p=2, and
hencew = (b=�)h and pp(w) = h sinceb and� are normalized. Conversely, if
p j r, then Theorem 6.26 yields degw > degh, and thus pp(w) 6= h.

6.27 (i) Sinceh is a common divisor inZ[x℄ of f and g, h(u) is a common
divisor of f (u) andg(u). Every integral root ofh divides the constant coefficient
of f , so that it is absolutely at mostA, and henceh(u) 6= 0.
(iii) We have cw(u) = v(u)w(u) = cont(v)h(u), and (i) implies thatjw(u)j �

cont(v) � jjvjj∞ � u=2. Let w = lc(w)∏1�i�degw(x� �i), where the�i are the
complex roots ofw, with multiplicities. Sincew j h j f , each�i is a root of f , and
Exercise 6.23 yields�i � 2A < u=2 andjw(u)j � j lc(w)j(u�2A)degw.

6.30 The gcd isx2+2ax�2a2.

6.31 For 0� k � l, let pk;l(w;b) denote the probability that at leastk balls are
white, andql(w;b) = pdl=2e;l(w;b) the probability that at least half of the chosen
balls are white. Then 1= p0;l(w;b) � p1;l(w;b) � �� � � pl;l(w;b). Exchanging
the roles of the white and the black balls proves thatpk;l(b;w) is the probability
that at leastk balls are black, and similarly forql(b;w). Thusql(w;b)+ql(b;w)�
pdl=2e;l(w;b)+ pbl=2+1;l(b;w) = 1, and in particularql(w;w)� 1=2.

For the induction step, letA be the set of all choices containing ball number
w+1,B the complementary set of all choices not containing ball numberw+1, and
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W the set of all choices containing at leastdl=2e white balls. We haveq1(w;b) =
w=(w+b) � 1=2, and hence we may assume thatl � 2. Then by the formula for
the conditional probability, we have

ql(w+1;b) = prob(W ) = probA(W )prob(A)+probB(W )prob(B)= pdl=2e�1;l�1(w;b)prob(A)+ pdl=2e;l(w;b)prob(B)� pd(l�1)=2e;l�1(w;b)prob(A)+ pdl=2e;l(w;b)prob(B)= ql�1(w;b)prob(A)+ql(w;b)prob(B)� 1
2
(prob(A)+prob(B)) = 1

2
;

by the induction hypothesis, and the claim follows.

6.32 (i) We havet = dlogq((4n + 2)d)e 2 O(log(nd)). Example 6.19 shows
that the gcd off and g over Fq t is the same as overFq . Algorithm 6.36 takes
O(nd(n+d)) operations inFq t , by Theorem 6.37, and one arithmetic operation inFq t costsO(t2) operations inFq , by Corollary 4.6.

6.33 The six intersection points are(�3;�1), (�2;11), (�1=2;67=8), (1;�1),(3=2;�17=8), and(3;11).
6.34 The minimal polynomial overQ is x4� 10x2 + 1. OverF19, the minimal
polynomial of�+7�= 8� is x2+4, andx4�10x2+1� (x2+4)(x2+5) mod 19.

6.35 (ii) Let � = �1; : : : ;�n 2 C be the roots off . Exercise 6.12 shows that
r = ∏1�i�n g(x=�i).
(iii) Take resy( f (y);g((x�ay)=b)) and resy(g(y); f (xy)), respectively.

(iv) The minimal polynomial of
p

2�2
p

3 overQ is x4�28x2 +100, and the
minimal polynomial of

p
2 3
p

3 is x6�72 over both fields.

6.36 (i) By Exercise 6.12, we haver =∏1�i�n(x�g(�i)), where�=�1; : : : ;�n

are the roots off in C .

(ii) The minimal polynomials arex2�2x�2 andx3�3x2�3x�1.

6.38 In step 3, use the EEA to computes1;t 2 F [x℄ of degree less thand such that
s1 f + tg = gcd( f1;g), and sets2 = t andsi = ait for 3� i� n. The additional cost
is (n�2)d +O(d2) operations inF .

6.39 We call Algorithm 6.45 with thegi as input, and then dividem by the result.
If the division is not possible, then the random choice was unlucky, and we return
“FAILURE”. If deg fi � d for all i, then the cost isO(n2d2) for computingm and
all gi, by Theorem 5.7. We have deggi� (n�1)d for all i, and the call to Algorithm
6.45 takesO(n2d2) operations, by Theorem 6.46. The same bound is valid for the
final division, and hence the overall cost isO(n2d2). Using the fast algorithms
from Part II, the cost drops toO�(n2d). By Theorem 6.46, the error probability is
at most 1=2 if we let #S � 2(n�1)d.
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6.41 The only nonzero entries in the first row of Syl( f ;g) and its submatricesSk

are lc( f ) and lc(g), so that this row is divisible by the gcd of the leading coeffi-
cients.

6.44 (i) follows by induction oni.

(iii) Similarly to (i), induction oni shows thatqi � A(B+C)k�iCi and all coeffi-
cients ofri are greater or equal toA(B+C)k+1�iCi.

(iv) Let n = degx a � m = degx b. Then the statement analogous to (i) says that
degy a = �, degy b = �, and degy c =  imply degy qi � �+(k� i)�+ i, degy ri ��+(k+1� i)�+ i, and degy r � �+(k+1)�. The cost for the pseudodivision
is O(mk2d2) operations inF .

(In the 1999 edition, the variables are named differently.)

6.46 (i) We have� � d if and only if X j = X j+1 = � � � = X j+d�1 = 0 for some
j � m� d. The probability for this to happen isq�d when j is fixed, and hence
prob(�� d)� (m�d +1)q�d . We have prob(�� 0) = 1, and therefore

E(�)� 1+m ∑
1�d�m

q�d � 1+ mq�1

1�q�1
= 1+ m

q�1
:

(ii) We define Bernoulli random variablesXi such thatXi = 1 if i occurs in the
degree sequence andXi = 0 otherwise, for 0� i < m. ThenÆ = �+1 if g - f , by
Exercise 4.17.

(iii) Apply (ii) to q being a prime divisor of 2A+1.

6.47 (i) Let��i = lc(r�i ) for 2� i � `. We first prove by induction oni that
r�i = ��i ri for 0� i � `. The start of the induction follows fromr�0 = f ;r�1 = g.
From the induction hypothesis, we find fori� 1(��i�1)�1r�i+1 = (��i�1)�1(r�i�1�q�i r�i ) = (��i�1)�1(��i�1ri�1�q�i ��i ri)= ri�1� (��i (��i�1)�1q�i )ri;

deg((��i�1)�1r�i+1) < degr�i = degri:
The uniqueness of remainder and quotient on division ofri�1 by ri implies that�i+1ri+1 = (��i�1)�1r�i+1 andqi = ��i (��i�1)�1q�i : (14)

In particular,r�i+1 is a scalar multiple ofri+1, and hence equal to��i+1ri+1. Further-
more, the lengths of the two algorithms are equal.

Comparing leading coefficients in (14), we have�i+1 = (��i�1)�1��i+1. Induc-
tively, we find ��i = �i. Together with (14) this proves the first two claimed
equations. The other two follow similarly by induction, or,alternatively, by the
uniqueness property in Lemma 5.15.
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(ii) For a polynomiala 2 Q [x℄, we write�(a) for the maximal absolute value of
the integers that occur in the (relatively prime) numeratorand denominator of any
coefficient ofa. Then we have for 1� i� `:�(�i) � �(�i)�(�i�2) � � � � ACbi=2;�(q�i ) � �(�i�1)�(�i)�(qi)� �(�i)�(�i�1) � � ��(�1)�(�0)�(qi)� A2Ci;�(r�i ) � �(�i)�(ri)� ACbi=2 �B;�(s�i ) � �(�i)�(si)� ACbi=2 �B;�(t�i ) � �(�i)�(ti)� ACbi=2 �B:
Thus all integers are absolutely at mostA2C` �Cm+2.

6.48 (i) Let 2� i� `, ni = degri, � = �ni . As in the proof of Theorem 6.52, we
find that�ri;�si;�ti are inF[x;y℄. Cramer’s rule shows that degy�� (n+m�2ni)d
and the degree iny of �ri;�si;�ti is at most(n+m�2ni�1)d.

To bound the degree of the quotients, we consider the pseudodivision (13) on
page 181 (in the 2003 edition), as in the proof of Theorem 6.52, and Exercise
6.44 implies that degy(�k

ni
�ni�1qi)� (k+1)(n+m)d and degy(�k+1

ni
�ni�1�i+1ri+1)�(k+2)(n+m)d.

Thus the degree iny of all numerators and denominators in the EEA is at
most (Æ+ 2)(n +m)d, and one arithmetic operation on such a coefficient takes
O((nÆd)2) word operations. Now the claim follows since the number of arithmetic
operations isO(nm), by Theorem 3.16 (Theorem 3.11 in the 1999 edition).
(ii) Let q�i ;r�i ;s�i ;t�i 2 F(y)[x℄ denote the results of the traditional EEA,�i 2 F(y)

as in Theorem 6.53, andc = (Æ+2)(n+m)d. Moreover, fora 2 F(y)[x℄, let �(a)
be the maximal degree iny of the relative prime numerator and denominator of
any coefficient ofa. Then essentially the same proof as in Exercise 6.47 shows that
Theorem 6.53 (i) holds,�(�i)� d+cdi=2e, and�(q�i );�(r�i );�(s�i );�(t�i ) are all at
most 2d+ ic� (m+2)c. As in (i), the claim now follows from from Theorem 3.11
(Theorem 3.11 in the 1999 edition).

6.49 (i) We haves2 = (�0�2)�1 = ��1
2 , and hence��1

2 = �2 = 2=�n2. By
Lemma 3.15 (v), we have

siti+1� tisi+1 = (�1)i(�0 � � ��i+1)�1 = (�1)i��1
i ��1

i+1

for i� 0. Comparing constant coefficients, we find thati+1�ni�ni+1

= �i�i+1��i�i+1 = (�1)i�i�i+1
:

This yields the first claim, and the second one follows by induction oni.
(ii) By Hadamard’s inequality 16.6, we havejdetYjj; jdetZ jj; j�n j j � B, j2j � B,

and j jj � 2B2 for 2� j � `. All  j are integers, and by (i), there are at most
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di=2e of them in the denominator of�i, so that this denominator is at most(2B)i

in absolute value. Similarly, the numerator of�i contains at most(i�1)=2 of the j if i is even, and it contains2 and at most(i=2)�1 of the j with j � 3 if i is
odd. Thus the absolute value of the numerator is no more than(2B)i as well.

For a 2 Q [x℄, we denote by�(a) the maximal absolute value of the coprime
numerator and denominator in any coefficient ofa, as in Exercise 6.47. Then�(ri);�(si);�(ti) � B, by Theorem 6.52, and together with what we have just
shown, we find that�(r�i );�(s�i );�(t�i ) � (2B)i+1. The length estimate follows
from i� m+1 and logB 2 O(n log(nA)).
(iii) This is completely analogous to (ii). Letb = (n+m)d. The degree iny

of detYj, detZ j, and�n j is at mostb, and degy  j � 2b, for 2� j � `. Let �(a)
be the maximal degree iny of the coprime numerators and denominators of any
coefficient ofa 2 F(y)[x℄. Then�(�i) � ib, as in (ii), Theorem 6.54 says that�(ri);�(si);�(ti)� b, and the claim follows.

6.50 The proof is analogous to the proof of Theorem 6.58. Let`� 2 N be the num-
ber of division steps of the Euclidean Algorithm inF(y)[x℄ of f ;g, let�m�1; : : : ;�02
F [y℄ be their subresultants, andn�0 � �� � � n�̀� 2 N be their degree sequence. Now
degy p > d, so thatp divides none of the leading coefficients off andg. For any
k 2 f0; : : : ;mg, we have degy p > (n+m)d � degy�k, whencep - �k andn�k occurs
as a remainder degree in the EEA off mod p and g mod p, by Theorem 6.55.
Thusni = n�i for 0� i � ` = `�. The numerators and denominators of the coeffi-
cients of theri;si;ti 2 F(y)[x℄ have degree iny at most(n+m)d, by Theorem 6.54,
and Theorem 5.16 implies that they can indeed be reconstructed from their images
modulop.

The cost for evaluatingf andg at all points inS in step 2 isO(n2d2) operations
in F . The cost of the EEA forf (x;u) andg(x;u) is O(nm) field operations per
evaluation pointu, in total O(n2md) field operations. The dominant cost occurs
for the Cauchy interpolation in step 3. By Theorem 6.54, the degree iny of both
the numerator and the denominator of any coefficient ofri, si, or ti is at most(n+m�2ni)d, for 0� i � `. Thus by Theorem 5.16,�i = 2(n+m�2ni)d + 1
points inSi are sufficient to reconstruct such a coefficient. The cost forcomputing
an interpolating polynomial inF [y℄ of degree less than�i at the�i points is5

2�2
i +

O(�i) field operations, by Exercise 5.11, and the rational function reconstruction
takes at most anotherO(�2

i ) operations, by Theorem 3.16 (Theorem 3.11 in the
1999 edition). We have�i 2 O(nd), there areO(nm) coefficients in total, and
hence the overall cost isO(n3md2) operations inF .

In the normal case, we haven`�i = i and�`�i = 2(n +m� 2i)d + 1, and the
number of coefficients inF(y) of r`�i;s`�i;t`�i (without the leading coefficient
of r`�i, which is 1) isn`�i +m� n`�i�1 +1+ n� n`�i�1 +1 = n+m� i+1, by
Lemma 3.15 (b) (Lemma 3.10 in the 1999 edition) for 0� i < m. Thus the overall
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cost for step 3 is

5 ∑
0�i<m

(n+m� i+1) ��(2(n+m�2i)d +1)2+O(nd)�
field operations, and a routine calculation (best done with acomputer algebra sys-
tem) shows that this sum can be bounded by140

3 n3md2+O(n3d(n+d)).
6.51 ALGORITHM 6.63 Modular EEA inQ [x℄: big prime version.
Input: f ;g 2 Z[x℄ with degf = n� degg = m� 1 andjj f jj∞; jjgjj∞ � A.
Output: The resultsri;si;ti in Q [x℄ of the EEA for f andg.

1. B � (n+1)nAn+m

choose a primep 2 N with 2B2 < p < 4B2

2. call the Euclidean Algorithm 3.14 to compute all results inZp [x℄ of the EEA
for f mod p andg mod p

3. Let n0 = n � n1 = m > n2 > :: : > n` � 0 be the degrees of all remainders
that were computed in step 2
for i = 2; : : : ; ` do

compute the coefficients of the monic remainderri 2 Q [x℄ of degree
ni and ofsi;ti 2 Q [x℄ from their images modulop by rational number
reconstruction (Section 5.10)

4. return ri;si;ti for 2� i� `
For the modular EEA inF[x;y℄, we replaceZ; Q ; Zp throughout byF [y℄; F(y),

F [y℄=hpi, respectively. The input then are two polynomialsf ;g 2 F [x;y℄ with
degx f = n� degx g = m and degy f ;degy g� d. In step 1, we choose a monic irre-
ducible polynomialp2 F [y℄ of degree 2(n+m)d+1, and we use rational function
reconstruction (Section 5.7) instead of rational number reconstruction in step 3.

For Z[x℄, the cost for step 2 isO(nm) arithmetic operations inZp , each taking
O(log2 B) or O(n2 log2(nA)) word operations. Step 3 takesO(log2 B) word opera-
tions for each coefficient of someri, si, or ti, by Corollary 5.17. There areO(nm)
coefficients, and the overall cost isO(n3m log2(nA)) word operations. Similarly,
the cost for step 2 in the bivariate case isO(nm) arithmetic operations in the residue
class fieldF [y℄=hpi. Each such operation takesO(n2d2) operations inF . Thus step
2 takesO(n3md2) operations inF , and the same estimate holds for step 3.

6.53 (i) Letb = (n+m)d and 1� i � `. As in the proof of Theorem 6.62, we
find that�i 2 F [y℄ divides the subresultant�ni 2 F [y℄ of f andg, and Theorem 6.54
implies that degy�i;degy ri � b. Then degy ai�1 � (Æ+ 2)b, and Exercise 6.44
shows that degy qi;degy(ai�1 remri)� (Æ+2)b as well. Thus the degree iny of all
coefficients inF [y℄ throughout the algorithm is at most(Æ+2)b2O(nÆd), the cost
for one arithmetic operation on such coefficients isO(n2Æ2d2) operations inF, and
the claim follows since there areO(nm) of them.
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(ii) We initialize s0 = t1 = 1 ands1 = t0 = 0 in step 1, and additionally compute�i+1 = contx(ai�1 remri) 2 R; si+1 = (lc(ri)1+ni�1�nisi�1�qisi)=�i+1;
ti+1 = (lc(ri)1+ni�1�niti�1�qiti)=�i+1

in the body of thewhile loop in step 2. In general,si andti need not lie inR[x℄, but
their denominators divide�ni=�i. We obtain from Theorem 6.52 and Theorem 6.54
that their numerators have max-norm at most(n+1)nAn+m if R = Z and degree in
y at most(n+m)d if R = F [y℄, respectively, and the same bounds are valid for the
denominators.

Let 1� i� `. If R = Z, thenj�i+1j � jjai�1 remrijj∞ � (2B)Æ+2; jj lc(ri)1+ni�1�ni�ni�1si�1=�i�1jj∞ � BÆ+2;jjqi�nisi=�ijj∞ � n(2B)Æ+3;
so that jj(�ni�1�ni=�i�1�i)(lc(ri)1+ni�1�nisi�1�qisi)jj∞ � (n+1)(2B)Æ+4:
The latter quantity bounds the absolute value of all numerators and denominators
in Z occurring in the algorithm, and hence their length isO(Æ logB). This yields
the same time bound as in Theorem 6.62. The caseR = F [y℄ goes analogously.

6.54 LetÆi = ni�1�ni. Assuming that the degree bound from Exercise 6.44 is an
equality, we find that

degy(ai�1 remri) = degy ri�1+(Æi +1)degy ri= (n+m�2ni�1)d +(Æi +1)(n+m�2ni)d;
degy contx(ai�1 remri) = degy(ai�1 remri)�degri+1= (n+m�2ni�1)d +(Æi +1)(n+m�2ni)d�(n+m�2ni+1)d= �2(Æi + Æi+1)d +(Æi +1)(n+m�2ni)d:

Chapter 7

7.3 The roots ofx3+ x+1 are�;�2;�4, the roots ofx3+ x2 +1 are�3;�6, and�12 = �5, and the root ofx+1 is �7 = 1. The following table gives all possible
BCH-codes.Æ generator polynomialg exponentsi with g(�i) = 0 dimC d(C)

1 1 Ø 7 1
2;3 x3+ x+1 1;2;4 4 3

4;5;6;7 x6+ � � �+ x+1 1;2;3;4;5;6 1 7
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7.4 Under the assumption that at most one error has occurred,the transmitted
words are

c1 = r1 = (x3+ x2+ x+1)g modx7�1;
c2 = x6+ x4+ x+1 modx7�1= (x3+1)g modx7�1:

There are precisely three codewords with Hamming distance 2from r2, namelyg
modx7�1,

x6+ x2+1 modx7�1 = (x3+ x+1)g modx7�1;
x6+ x5+ x modx7�1 = (x3+ x2+ x)g modx7�1:

7.5 (ii) x10�1 has the roots 1;�;�2; : : : ;�9.

(iii) For 1 � Æ < 10, the polynomialgÆ = (x��)(x��2) � � �(x��Æ�1) 2 F11[x℄
of degreeÆ�1 generates a BCH(11;10;Æ) code of dimension 11� Æ and minimal
distanceÆ.
(iv) The transmitted word is

x6+5x3+8x2+7x+4 modx10�1= (x2+8x+4)g modx10�1:
Chapter 8

8.1 The following scheme uses three multiplications and three divisions inR if
b1 6= 0.

a0+a1i
b0+b1i

= (a0+a1i)(b0�b1i)
b2

0+b2
1

= a0b0+a1b1+(a1b0�a0b1)i
b2

0+b2
1= a0

b0
b1

+a1

b0
b0
b1

+b1

+ a1
b0
b1
�a0

b0
b0
b1

+b1

i

A similar scheme works whenb0 6= 0. Lickteig (1987) shows that this is optimal:
any such division algorithm uses at least six real multiplications and divisions.

8.4 Induction onk reveals that 9�3k�8�2k is strictly smaller than 2�4k�2�2k+1
precisely whenk� 5. Thus in theory, Karatsuba’s algorithm is faster than classical
multiplication for degrees above 25 = 32.

8.5 Whenn = 2k, both variants yield the same running time bound 9nlog3+O(n),
while the bound forn= 2k�1+1 is 27nlog3+O(n) for variant (i) and only 18nlog3+
O(n) for variant (ii).
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8.6 From Section 2.3, we know that classical multiplicationof two polynomials
of degrees less than 2d takes 2�22d�2�2d +1 operations inR. This yields(d) =(2 �22d +6 �2d +1)=3d. Taking derivatives with respect tod, the unique positive
d 2 R that minimizes(d) is d � 2:214. Of the nearest integers 2 and 3,d = 2
yields the smaller value(2) = 19=3. Thus if classical multiplication is used for
polynomials of degree less than 22 = 4, then the overall cost is at most19

3 nlog3+
O(n), which is significantly smaller than the 9nlog3 from Theorem 8.3.

8.7 (i) Proceeding à la Karatsuba, we first compute the products F0G0, F1G1,
F2G2, (F0+F1)(G0+G1), (F0+F2)(G0+G2), and(F1+F2)(G1+G2), and obtain

H0 = F0G0; H1 = (F0+F1)(G0+G1)�F0G0�F1G1;
H2 = (F0+F2)(G0+G2)�F0G0�F2G2+F1G1;
H3 = (F1+F2)(G1+G2)�F1G1�F2G2; H4 = F2G2:

This leads to anO(nlog3 6) multiplication algorithm.
(ii) The cost of the algorithm isO(nlogm d). This is asymptotically faster than

Karatsuba’s algorithm if logm d < log3, or equivalently,d < mlog3= 3logm. For (i),
we haved = 6> 3log3� 5:7, that is, the algorithm is slower than Karatsuba’s.

8.8 (i) Correctness follows from noting thatPi is�(ui) with its coefficients sub-
stituted by theFi, and similarly forQi. The number of operations inF used in
step 1 ismk multiplications and(m�1)k additions for the computation of eachPi

and eachQi, in total (4m2�2m)k multiplications and(4m2�6m+2)k additions.
The degree of eachRi is less than 2k�1, and the cost for step 3 is(2m�1)(2k�1)
multiplications and(2m�2)(2k�1) additions perHi, in total (2m�1)2(2k�1)
additions and(4m2� 3m� 2)(2k� 1) multiplications. Thus the overall cost is
about 12m2k or 12mn multiplications and approximately the same number of ad-
ditions.
(ii) We have

(u j
i )0�i; j<5 =

0BBBB�
1 0 0 0 0
1 1 1 1 1
1 2 4 3 1
1 3 4 2 1
1 4 1 4 1

1CCCCA ; (ci j)0�i; j<5 =
0BBBB�

1 0 0 0 0
0 4 2 3 1
0 4 1 1 4
0 4 3 2 1
4 4 4 4 4

1CCCCA :
This leads to the following scheme for computingH0; : : : ;H4. First, we compute

P0 = F0G0;
P1 = (F0+F1+F2)(G0+G2+G3);
P2 = (F0+2F1+4F2)(G0+2G1+4G2);
P3 = (F0+3F1+4F2)(G0+3G1+4G2);
P4 = (F0+4F1+F2)(G0+4G1+G2):

Modern Computer Algebra, JOACHIM VON ZUR GATHEN and JÜRGEN GERHARD, version 14 September 2003



28 Solutions to Chapter 8

Then we haveRi = PiQi for all i, and finally

H0 = R0;
H1 = 4R1+2R2+3R3+R4;
H2 = 4R1+R2+R3+4R4;
H3 = 4R1+3R2+2R3+R4;
H4 = 4R0+4R1+4R2+4R3+4R4:

(iii) As in Exercise 8.7, the cost of the recursive algorithmis O(nlogm(2m+1)), and
the claim follows since limm�!∞ logm(2m+1) = 1.

8.13 (i) We have(!�1)n = (!n)�1 = 1, and(!�1)`�1= !n�`�1 is not a zero
divisor for 1� ` < n, by Lemma 8.7.

(iii) Let k = e �gcd(n;k), with e 2 N . Then(!k)d = (!n)e = 1, and!k is a dth
root of unity. Sincen is a unit, so isd, with inversen�1 gcd(n;k). Finally, let` 2 f1; : : : ;d�1g. Division with remainder yieldsq;r 2 N such that̀ k = qn+ r,
with 0< r < n since`k is not divisible byn. Thus(!k)`�1= (!n)q!r�1=!r�1
is not a zero divisor, again by Lemma 8.7, and the claim follows.

8.14 � is a primitive 2nth root of unity if and only if 2 is a unit inR.

8.15 (i) For!;� 2 Rn, we have(!�)n = !n�n = 1 and(!�1)n = (!n)�1 = 1.

(ii) Since a field contains no nonzero zero divisors, (a) and (b) are clearly equiv-
alent, and the implications (b)=) (c) =) (d) are obvious. To prove (d)=) (b),
we let ` 2 f1; : : : ;n� 1g. Using the Extended Euclidean Algorithm, we find
s;t 2 Z such thatsn+ t`= gcd(n; `). Now gcd(n; `) < n, and hence there is some
prime divisor p of n such that gcd(n; `) divides n=p. If we let k 2 N such that
k �gcd(n; `) = n=p, then(!`)kt = !ksn+kt` = !n=p 6= 1, and we conclude that also!` 6= 1.

(iv) The map':n 7�! !n from Zn to Rn is a group homomorphism. Since! is a
primitive nth root of unity,' is injective, and hence #Rn � n. On the other hand,
each element ofRn is a root of the polynomialxn�1, which has at mostn roots in
the integral domainR. Thus #Rn � n as well, and we conclude that #Rn = n and'
is an isomorphism.

(v) By Exercise 8.13,!k is again a primitiventh root of unity if and only if
gcd(n;k) = 1, and there are precisely'(n) choices for suchk 2 f0; : : : ;n�1g.
8.16 (i) follows from Exercise 8.15.

(ii) Let a 2 F�q be such thata(q�1)=p j 6= 1. Such an element exists since the
polynomial x(q�1)=p j � 1 has at most(q� 1)=p j < q� 1 roots in F�q . We let

b j = a(q�1)=p
e j
j . Thenb

p
e j
j

j = aq�1 = 1, by Fermat’s little theorem, andb
p

e j�1
j

j =
a(q�1)=p j 6= 1, and (i) yields the claim. (j was calledi in the 1999 edition.)
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(iii) Let m = ord(a)ord(b). Since(ab)m = (aord(a))ord(b)(bord(b))orda = 1, we have
that ord(ab) dividesm. Suppose that there is a prime divisorp of m, say of ord(a),
with (ab)m=p = 1. Nowaord(b) is an element of order ord(a), by Exercise 8.13 (iii),
but (aord(b))ord(a)=p = am=p � (bord(b))ord(a)=p = (ab)m=p = 1:
Thereforem = ord(ab).
(iv) is immediate from (ii) and (iii).

(v) follows from (iv) with n = q�1. (n was calledt in the 1999 edition.)

8.18 In a fieldF such thatn is a unit in F , the notions “primitiventh root of
unity” and “element of multiplicative ordern” coincide (Exercise 8.15). Now the
order ofF�q is q�1, and by Lagrange’s theorem, the order of any element inF�q
dividesq�1. Exercise 8.16 shows that the conditionn j q�1 is also sufficient for
an element of ordern to exist inF�q .

If n is not a unit inFq , then the characteristicp of Fq dividesn, sayn = pm for
somem2 N . We let! 2 Fq be anynth root of unity. Then(!m�1)p = !n�1= 0,
so that!m�1 is a zero divisor and! is not a primitiventh root of unity.

8.19 (i) Let!p;!q 2 Z be primitivekth andlth roots of unity modulop;q, re-
spectively. If we compute! 2 Z such that! � !p mod p and! � !q modq, then! is a primitivemth root of unity modulopq.

(ii) By the Chinese Remainder Theorem, an element! 2 Z is a primitivekth root
of unity modulopq if and only if it is a primitivekth root of unit modulop and
moduloq. (It is not sufficient that! be a primitivekth root of unity modulop and
only a kth root of unity moduloq, say of orderk=t for some primet dividing k,
since then!k=t �1 is a zero divisor modulopq.) By Lemma 8.8, the existence of
primitive kth roots of unity modulop and moduloq is equivalent tok j (p�1) and
k j (q�1), and the claim follows.

8.20 (i) Letq2 N be such thatn= qm+r and 0� r <m, andx an indeterminate.
We havexm � 1 modxm�1, and hencexn�1= (xm)qxr�1� xr�1 modxm�1.
Now deg(xr � 1) < deg(xm � 1), and hencexr � 1 = xn � 1 remxm � 1. Since
xr� 1 = 0 if and only if r = 0, we have in particular thatxm� 1 dividesxn� 1
if and only if m j n. Now let r0 = n;r1 = m > r2 > :: : > r` > r`+1 = 0 be the
remainders in the Euclidean Algorithm forn andm. Then

deg(xm�1)> deg(xr2�1)> � � �> deg(xr`�1)> deg(xr`+1�1) = ∞;
and hencexn�1;xm�1; : : : ;xr`�1 are the remainders in the Euclidean Algorithm
for xn�1 andxm�1, and the claim follows. The proof for an integera� 2 follows
from this by substitutingx = a in the Euclidean Algorithm forxn�1 andxm�1
and noting thatr < m () deg(xr�1)< deg(xm�1) () ar�1< am�1 and
r = 0 () xm�1= 0 () am�1= 0.
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(ii) We have 2n � 1 modMn, whence 2 is annth root of unity moduloMn. We
first let n be prime. By Fermat’s little theorem 4.9, 2n�1 � 1 modn, and hence
Mn = 2 �2n�1� 1� 1 modn. Thus gcd(Mn;n) = 1, andn is a unit moduloMn.
Moreover,n is its only prime divisor and 2n=n�1 = 1 is not a zero divisor mod-
ulo Mn, so that 2 is a primitiventh root of unity. Conversely, ifn has a proper
prime divisort, then gcd(2n�1;2n=t �1) = 2gcd(n;n=t)�1= 2n=t �1, by (i). Now
Exercise 4.14 implies that 2n=t �1 is a zero divisor moduloMn if t < n, and 2 is
not a primitiventh root of unity moduloMn.

8.24 (i) LetT (n) denote the cost. Step 2 takes 2n additions and subtractions,
step 3 costs 2T (n=2) ring operations plus 3n=2 multiplications by powers of!,
and step 4 takes anothern additions andn divisions by 2. ThusT (n) = 2T (n=2)+
11n=2 if n > 1, and together withT (1) = 0, the claim follows from Lemma 8.2.
(ii) Using that classical multiplication of two polynomials of degree less than 2d

costs 2�22d �2 �2d +1 operations, we obtain(d) = 2 �2d � (1+11d=2)+2�d .
Taking derivatives with respect tod yields the minimal value when

2d = (11=2+(121=4+8(ln2)2)1=2)=4ln2� 4:08967;
and of the two nearest integers 2 and 3,d = 2 yields the smaller value(2) =�15=4. The cost of the hybrid algorithm is then11

2 n(logn�15=4). As an example,
for n� 128 this is at most half of the cost from (i).

8.25 ALGORITHM 8.31 Fast Fourier Transform (FFT).
Input:n = 2k 2 N >0 with k 2 N , f = ∑0� j<n f jx j 2 R[x℄, and the powers!;!2; : : : ;!n�1 of a primitiventh root of unity! 2 R.
Output: DFT!( f ) = ( f (1); f (!); : : : ; f (!n�1)) 2 Rn.

1. if n = 1 then return ( f0)
2. write f = a(x2)+ x �b(x2) with a;b 2 R[x℄ of degree less thann=2

3. call the algorithm recursively to compute(� j)0� j<n=2 = FFT
�n

2
;a;!2;!4; : : : ;!n

�
(� j)0� j<n=2 = FFT

�n
2
;b;!2;!4; : : : ;!n

�
4. for j = 0; : : : ;(n=2)�1 do  j � � j +! j� j;  j+n=2 � � j�! j� j

5. return (0; : : : ;n�1)
8.26 (i) ALGORITHM 8.32 Three-adic FFT.
Input: k 2 N , n = 3k, f = ∑0� j<n f jx j 2 R[x℄, and the powers!;!2; : : : ;!n�1 of a

primitive nth root of unity! 2 R.
Output: DFT!( f ) = ( f (1); f (!); f (!2); : : : ; f (!n�1)) 2 Rn.
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1. if k = 0 then return f

2. � � !n=3

r0 � ∑
0� j<n=3

( f j + f j+n=3+ f j+2n=3)x j

r1 � ∑
0� j<n=3

( f j + f j+n=3�+ f j+2n=3�2)! jx j

r2 � ∑
0� j<n=3

( f j + f j+n=3�2+ f j+2n=3�4)!2 jx j

3. call the algorithm recursively to evaluater0;r1;r2 at the powers of!3

4. return�
r0(1);r1(1);r2(1);r0(!3);r1(!3);r2(!3); : : : ;r0(!n�3);r1(!n�3);r2(!n�3)�

Correctness is clear ifk = 0. If k � 1, we have to show thatf (!3`) = r0(!3`),
f (!3`+1) = r1(!3`), and f (!3`+2) = r2(!3`) for 0� ` < n=3. For example, the last
assertion follows from�3 = !n = 1 and

f (!3`+2) = ∑
0� j<n=3

f j!(3`+2) j + ∑
n=3� j<2n=3

f j!(3`+2) j + ∑
2n=3� j<n

f j!(3`+2) j

= ∑
0� j<n=3

( f j!(3`+2) j + f j+n=3!(3`+2) j�(3`+2)+ f j+2n=3!(3`+2) j�2(3`+2))= ∑
0� j<n=3

( f j + f j+n=3�2+ f j+2n=3�4)!2 j!3` j = r2(!3`):
(iii) The cost for computing the coefficients ofr0;r1;r2 in step 2 is 2n multiplica-

tions by powers of! and 2n additions. ThusT (1) = 0 andT (n) = 3T (n=3)+4n
if n > 1, whenceT (n) = 4n log3 n.

8.28 !�1 is a zero divisor.

8.29 (i) Induction onp reveals thatfp = q � (x� 1) + p, whereq = xp�2 +
2xp�3+ � � �+(p�2)x+(p�1). Thusq � (x�1)��p mod fp. If a is the inverse
of p in R, then�aq is the inverse ofx�1 modulo fp. Similarly, if a 2 R n f0g is
such thatap = 0 in R, thenaq 6� 0 mod fp in R[x℄ sinceq is monic and of smaller
degree thanfp, andaq � (x�1)� 0 mod fp.

(iii) We have!pn�1 = �pn(!) � (!n�1) = 0, andpn is a unit inR sincep is,
with inversep�(k+1). Now(!n�1)(!(p�2)n +2!(p�3)n + � � �+(p�2)!n +(p�1)) = fp(!n)� p =�p;
by (i) and sincefp(!n) = �pn(!) = 0. Since�p is a unit, so is!n�1, and the
claim follows sincep is the only prime divisor ofpn.
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8.30 In the 1999 edition, the text of the exercise contains several typos, and we
first give a corrected version of it.

In this exercise, we discuss Schönhage’s (1977) 3-adic variant of Algorithm
8.20. It works over any (commutative) ringR such that 3 is a unit inR, so in
particular over a field of characteristic 2.

ALGORITHM 8.30 Schönhage’s algorithm.
Input: Two polynomialsf ;g 2 R[x℄ of degree less than 2n = 2 �3k for somek 2 N ,

whereR is a (commutative) ring and 3 is a unit inR.
Output:h 2 R[x℄ such thatf g� h mod(x2n + xn +1) and degh < 2n.

1. if k � 2 then
call the classical algorithm 2.3 (or Karatsuba’s algorithm 8.1)to com-
pute f �g
return f g remx2n + xn +1

2. m � 3dk=2e, t � n=m
let f 0;g0 2 R[x;y℄ with degx f 0;degx g0 < m such thatf = f 0(x;xm) andg =
g0(x;xm)

3. letD = R[x℄=hx2m + xm +1i
if m = t then � � x mod(x2m + xm +1) else � � x3 mod(x2m + xm +1)f � is a primitive 3tth root of unity g
f � � f 0 mod(x2m + xm +1), g� � g0 mod(x2m + xm +1)

4. for j = 1;2 do
f j � f � remy t�� jt , g j � g� remy t�� jt

call the fast convolution algorithm 8.16 with! = �3 to computeh j 2
D[y℄ of degrees less thant such that

f j(� jy)g j(� jy)� h j(� jy) modyt�1f the DFTs are performed by the 3-adic FFT algorithm from Exercise 8.26,
and Algorithm 8.30 is used recursively for multiplicationsin D g

5. h� � 1
3
(yt(h2�h1)+�2th1��th2)(2�t +1)

let h0 2 R[x;y℄ with degx h0 < 2m such thath� = h0 mod(x2m + xm +1)
h � h0(x;xm) rem(x2n + xn +1)
return h

(i) Use Exercise 8.29 to prove that the algorithm works correctly.

(ii) Let T (k) denote the cost of the algorithm forn = 3k. Prove thatT (k) � 2 �
3bk=2T (dk=2e)+(c+48(bk=2+1=2))3k for k > 2 and some constantc 2 N , and
conclude thatT (k) is at most 24�3k � k � logk+O(3k � k) = 24n log3 n log2log3 n+
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O(n logn). Hint: Consider the functionS(k) = (3�kT (k)+ c)=(k�1), and prove
thatS(k)� S(dk=2e)+24 if k > 2.

Solution:

(i) We proceed by induction onk. There is nothing to prove ifk � 2, and we
assume thatk� 3. Exercise 8.29 shows thatx modx2m +xm +12D is a primitive
3mth root of unity inD, and hence� is a primitive 3tth root of unity. By induction,
the results of the recursive calls in step 3 are correct. Substituting �� jy for y, we
obtain

f �g� � f1g1� h1 modyt��t ; f �g� � f2g2� h2 modyt��2t ;
since(��1y)t �1 = ��t(yt � �t) and(��2y)t �1 = ��2t(yt � �2t). Using the fact
that�2t +�t +1= 0, a calculation shows that

h� � (�t(h2�h1)+�2th1��th2)2�t +1
3

= h1� f �g� mod(yt��t);
and similarlyh� � f �g� modyt � �2t . Now (yt � �t)(yt � �2t) = y2t + yt +1 and
gcd(yt ��2t ;yt ��t) = 1 since�2t ��t is a unit, and the Chinese Remainder The-
orem implies thath� � f �g� mody2t + yt +1. Now

h0 modx2m + xm +1 = h� = f �g� remy2t + yt +1= ( f 0g0 remy2t + yt +1) modx2m + xm +1;
and since the coefficients off 0 andg0 have degrees less thanm in x, the coefficients
of f 0g0 remy2t +yt +1 have degree less than 2m in x, and degx h0 < 2m implies that
h0 = f 0g0 remy2t +yt +1. Finally, plugging inxm for y (or equivalently, computing
moduloy� xm), we have

h� h0(x;xm) = f 0(x;xm)g0(x;xm) remx2n + xn +1� f g modx2n + xn +1:
(ii) The cost for step 1 isO(1), and steps 2 and 3 are for free. By Exercise

8.26, the two convolutions moduloyt �1 in step 4 cost 6�4t log3 t additions and
multiplications by powers of�, 2t divisions byt, and 2t “essential” multiplications
in D, each of the latter takingT (dk=2e) operations inR. The reductions modulo
yt � � jt for j = 1;2 amount to 4t multiplications by powers of� and the same
number of additions inD, and computingf j(� jy);g j(� jy) from f j;g j andh j from
h j(� jy) for j = 1;2 takes another 6t multiplications by powers of�. Finally, in step
5 we have 4t multiplications by powers of�, 4t additions, and 4t multiplications
by 2 or 1=3 in D for the computation ofh�, plus at most 2mt additions inR to
computeh from h0.

The cost for one addition inD is 2m additions inR. Sincex2m + xm +1 divides
x3m�1, one multiplication ofa modx2m+xm+12D, with a 2 R[x℄ of degree less
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than 2m, by a power� j can be done by first computingax j modx3m�1 or ax3 j

modx3m�1, respectively, which is just a cyclic shift of coordinatesand hence for
free, and one subsequent reduction modulox2m +xm+1, taking 2m additions inR.
One division byt or one multiplication by 2=3 in D amounts to 2m divisions or
multiplications inR, respectively. Putting it all together, we have

T (k) � 2t �T�lk
2

m�+(48log3 t +58)mt� 2�3bk=2T�lk
2

m�+�82+48
�jk

2

k� 1
2

��
3k

if k > 2, that is,c = 82. LettingS(k) = (3�kT (k)+ c)=(k�1), we obtain

S(k)� S
�lk

2

m�+24� �� � � S(2)+24(dlogke�1)
for k > 2, by induction, and hence

T (k) = 3k((k�1)S(k)� c)� 24�3k(k�1)(dlogke�1)+S(2) �3k(k�1)� c3k2 24�3kk logk+O(3kk) = 24n log3 n log2log3 n+O(n logn):
8.31 (i) Letn= pk+1 for a primep2 N and somek2 N , fp = xp�1+ � � �+x+12
R[x℄, �n = fp(xpk) 2 R[x℄, ! = x mod�n 2 R[x℄=h�ni, as in Exercise 8.29, and
1� l = pmt < n, with 0� m� k andp - t. The p-adic expansion of all exponents
j yields the formula

∑
0� j<n

x j = fp(x) fp(xp) � � � fp(xpk)
in R[x℄. (The reader familiar with cyclotomic polynomials will recognize this as a
special case of Lemma 14.46.) If we plug inx = !l, we find the factorization

∑
0� j<n

! jl = fp(!l) fp(!pl) � � � fp(!pkl) (10)

in R. We claim thatfp(!pk�ml) = fp(!nt=p) = 0. For eachj 2 f1; : : : ; p�1g there
is a uniquej� 2 f1; : : : ; p�1g such thatt j � j� mod p. Since�n j (xn�1), we
have!n = 1, and

fp(!nt=p) = 1+ ∑
1� j<p

!nt j=p = 1+ ∑
1� j�<p

!n j�=p = fp(!n=p) = �n(!) = 0;
and the claim is proved. Together with (10), this shows that Lemma 8.7 (ii) is true
for the above value of!, and hence also the second conclusion of Theorem 8.13.
( j andt were calledi and j, respectively, in the 1999 edition.)
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(ii) The recursive calls in step 3 of the modified algorithm return 2e(bk=2+1) times
the result of the original algorithm. The modified convolution algorithm multi-
plies this factor byt = 2dk=2e. Noting thatb(k+1)=2= dk=2e andd(k+1)=2e=bk=2+1, we obtain

e(k+1) = e
�jk+1

2

k+1
�+lk+1

2

m= e
�lk

2

m+1
�+jk

2

k+1:
LettingS(k) = e(k+1)� k, we have

S(k) = S
�lk

2

m�+1= � � �= S(1)+ dlogke
for k � 1, by induction, and the claim follows fromS(1) = e(2)�1=�1.

8.32 We have 2n � �1 mod 2n +1 and 22n � (�1)2 = 1 mod 2n +1, and 2 is a
2nth root of unity. Assume first thatn = 2k for somek 2 N . Since 2n+1 is odd,n is
a unit modulo 2n +1. Moreover, 2n�1��2 mod 2n +1 is a unit, and therefore 2
is a primitive 2nth root of unity, since 2 is the only prime divisor of 2n.

Conversely, ifn = pm for an odd primep andm 2 N �1, then substituting 2m for
x in the equation (x+1) � (xp�1� xp�2+ � � �� x+1) = xp +1

in Z[x℄ yields(2m +1) �q = 2n +1, where

2n > q = 2m(p�1)�2m(p�2)+ � � ��2m +1> 0:
Thus (22m�1)q = (2m�1)(2n +1)q� 0 mod 2n +1;
and 22m�1 is a zero divisor modulo 2n +1. Finally, Lemma 8.7 implies that 2 is
not a primitive 2nth root of unity modulo 2n +1.

8.33 We haveM(mn)=mn�M(n)=n, and the first claim follows from multiplying
up bymn. Similarly,M(m+n)=(m+n)�M(m)=m implies

M(m)� m
M(m+n)

m+n
andM(n)� n

M(m+n)
m+n

;
and the second claim follows by summing the two inequalities. Finally,M(n)=n�
M(1)=1= 1, and the last claim follows.

8.34 LetR be a ring. To multiplya;b 2 R[x℄ of degrees at mostn, we write them
asa = anxn + a� andb = bnxn + b�, with an;bn 2 R anda�;b� 2 R[x℄ of degrees
less thann. Then we computeab = anbnx2n +anxnb�+bnxna�+a�b�. This takes
2n+1 multiplications for the first three summands,M(n) ring operations for the
last product, and 2n�1 additions for adding everything together.
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8.35 (i) LetR be a ring anda;b 2 R[x℄ with dega < n and degb < kn. We divide
b into k blocks of degree less thann each:n = ∑0� j<k b jxn j, with b j 2 R[x℄ and
degb j < n for all j. Then we computeab = ∑0� j<k ab jxn j. This takesk �M(n) ring
operations for thek productsab j, plus(k�1)(n�1) additions inR for summing
up the overlapping blocksab jxn j.

8.36 (i) Let f = ∑0� j<n f jx j andg = ∑0� j<n g jx j in Z[x℄, with all f j;g j 2 Z.
Then the absolute value of themth coefficient off g is���� ∑

0� j;m� j<n

f jgm� j

����� n �2l �2l = 2k+2l � 2n�1:
(ii) Let f � = f mod 2n +1 andg� = g mod 2n +1 in R[x℄. By Exercise 8.32, the

fast convolution algorithm 8.16 with! = 2 computesh� 2 R[x℄ of degree less than
n such thath� � f �g� modxn +1, and deg( f g) < n implies thath� = f �g� = f g
mod 2n +1. By (i), the coefficients off g are at most 2n�1 in absolute value and
can be uniquely recovered from those ofh�.

The cost for this isO(n logn) additions and multiplications by powers of! plus
O(n) essential multiplications inR and the same number of divisions byn, by
Theorem 8.18. A multiplication by a power of! corresponds to a cyclic shift in
the binary representation with a sign inversion of the wrapped around coordinates,
and hence one addition or one multiplication by a power of! takesO(n) word
operations. The same is true for a division byn. One multiplication inR can be
done withO(n logn loglogn) word operations, by Theorem 8.24 (one reduction of
a modulo 2n +1 corresponds to subtracting the upper part ofa from the lower part
in the binary representation), and the claim follows.

Chapter 9

9.1 f�1� 1+2x+3x2+4x3+5x4+6x5+7x6+8x7 modx8.

9.2 94�1 � 349 mod 38.

9.6 The cost for stepi = r� j is M(dl2� je)+M(dl2� j�1e)+bl2� j�1 operations
or 3

2M(bl2� j)+O(l2� j). Ignoring linear terms, which contribute onlyO(l) to the
total, we obtain

3
2 ∑

0� j<r

M(bl2� j)� 3
2

M(l) ∑
0� j<r

2� j � 3M(l):
9.7 Letd = degp for short.

(i) Computing p2i+1
from p2i

takes at mostM(2id) + 4 �2id � 2i�r(M(n) + 4n)
operations inD, by Exercise 8.34. Summing this for 0� i < r yields the claim.
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(ii) We use Algorithm 9.3 to compute rev(p)�1 remxd, taking 3M(d)+O(d) or
3�2�r(M(n)+O(n)) operations inD, by Exercise 9.6. Then we use Exercise 9.5 (i)
to compute rev(p2i+1)�1 modx2i+1d from rev(p2i)�1 modx2id, for 0� i < r. This
takes 2M(2id)+M(2i+1d)+O(2id) or 4�2i�r(M(n)+O(n)) operations inD for
each value ofi, in total at most 4M(n)�4�2�rM(n)+O(n), and the claim follows.
(iii) Using the precomputed data, computingf rem p2i

from f rem p2i+1
takes

2M(2id)+O(2id) or 2�2i�r(M(n)+O(n)) operations inD, and the claim follows
by summing up.

9.8 (ii) Let R = D[x℄ andd = degp. We first perform the precomputations as
in Exercise 9.7, at a cost of 7M(ld)+O(ld) operations inD. The cost for theith
iteration of step 2 isM(2i�1d) for squaringgi�1, M(2id) for multiplying the result
by f rem p2i

, O(2id) for subtracting this from 2gi�1, and 2M(2id)+O(2id) for the
final reduction modulop2i

. Together, this amounts to at most7
2M(2id)+O(2id) or

7
22i�r(M(ld)+O(ld)) operations inD. Summing this for 1� i� r yields at most
7M(ld)+O(ld).
9.9 Let f = ∑i�0 fixi andh = ∑i�0 hixi the power series inverse off . Thengi =
h remxi andhi+1 =� f�1

0 ( f1hi + f2hi�1+ � � �+ fi+1h0).
9.10 The Newton formula is thengi � f g2

i�1 modx2i
. Squaring is for free, and

hence theith step costsM(2i). The total cost is then∑1�i�r M(2i)� 2M(l).
9.11 f h = f g � (ed�1+ � � �+ e+1) =�(e�1)(ed�1+ � � �+ e+1) =�ed +1� 1
modxkd. The cost isO(M(l)).
9.15 (i) We havegi� gi�1 modx2i�1

in Algorithm 9.3, so that we need only con-
sider the coefficients of the upper halfg�i = gi quox2i�1

. Sincex2i�1 j (1� f gi�1),
we haveg�i ��( f gi�1 quox2i�1)gi�1 modx2i�1

, and hencejjg�i jj∞ � 2i�1jj f gi�1jj∞ � jjgi�1jj∞ � 22(i�1)jj f jj∞ � jjgi�1jj2∞ < 22(i�1)+ljjgi�1jj2∞:
(ii) Taking derivatives and multiplying byx, we find

∑
0� j<i

jx j = x
�ixi�1(1� x)+(1� xi)(1� x)2

;
and plugging inx = 1=2 yields

∑
0� j<i

j2� j = 2(�i2�i +1�2�i) = 2� (i+1)21�i � 2:
(iii) We haveS(0) = logjg0j= 0. From (i), we find inductively

S(i) � 2(i�1)+ l +2S(i�1) � 2(i�1)+ l +2(2(i�2)+ l +2S(i�2))= 21(i�1)+22(i�2)+(22�1)l +22S(i�2)� �� �� 2i ∑
0� j<i

j2� j +(2i�1)l +2iS(0)� (2+ l)2i;
by (ii).
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(iv) Let degy a;degy b� l. Then we have

degy gi � l +2degy gi�1� �� � � (2i�1)l +2i degy g0� 2il:
9.17 The(x2+1)-adic representation is(x;�7x; 21x;�35x; 35x;�21x; 7x;�x).
9.18 If we denote the hexadecimal digits 10;11; : : : ;15 by A;B; : : : ;F, then the
hexadecimal representation of 64180 is FAB4.

9.20 We first precomputep2; p4; : : : ; pk=2, at a cost ofM(km=2)+O(km) ring op-
erations, by Exercise 9.7 (i). To compute the coefficients ofa, we recursively
compute the coefficients ofa quo pk=2 and a rem pk=2, and then calculatea =(a quo pk=2) � pk=2+(a rem pk=2). Denote the cost for this byT (k). ThenT (1) = 0
and T (k) = 2T (k=2) + M(km=2) + km=2 if k > 1, which evaluates toT (k) =(M(km=2)+ km=2) logk. The claim follows fromM(km=2)�M(km)=2.

9.27 (i) follows by induction onn, (iii) by induction onr, (ii) is a special case of
(iii), and (iv) follows from (ii) by dividing by f1 � � � fr.

9.29 If the denominator of' is not divisible byy� g, then the Taylor expan-
sion aroundg, as in Lemma 9.20, exists with a rational function 2 R(y) whose
denominator is not divisible byy� g. Then Lemma 9.21 holds, and the Newton
iteration algorithm 9.22 works if' and'0 are defined atg0 modulo p, '(g0) � 0
mod p, and'0(g0) is invertible modulop.

For'= f y�1, the Newton formula isgi = gi�1� ( f gi�1�1)= f = 1= f , and it
does not lead to an algorithm for computing 1= f .

9.30 The roots of' modulo 5 are 2 and 3, and the only root of' in Z is 18.

9.31 By Exercise 9.7, we can precompute the powersp2; p4; : : : ; p2r�1
at a cost of

O(M(l degp)) operations inD. Then the cost for one multiplication of two poly-
nomials inD[x℄ modulo p2i

is O(M(2i degp)) operations inD, by Corollary 9.7.
The number of such modular multiplications and additions inthe ith iteration
of step 2 isO(n), as in the proof of Theorem 9.25, and the claim follows from
M(2i degp)� 2r�iM(2r degp) by summing up.

9.36 1+2x�2x2+3x3�10x4+28x5�84x6+264x7.

9.37 There is only one cube root of 2 modulo 5, namely 3, and 303is the only
cube root of 2 modulo 54.

9.39 We havean = (an=2)2 if n is even, andan = (a(n�1)=2)2a if n is odd. Thus
the cost for computingan is T (bn=2) for the recursive call, plusO(M(nl)) for
one or two multiplications of numbers of length at mostnl. The claim follows
with T (1) = 0 by induction. In the polynomial case, the cost isO(M(ndega)) ring
operations.

9.40 (i) Zp = F p is a field, and hence the polynomial'= y2�a has at most two
roots inF p andSp(a) 2 f0;1;2g. Each of the three cases occurs: Ifp = 2, then
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g = a is the only solution of'(g)� 0 mod 2, andS2(a) = 1. If p j a, then'(g)� 0
mod p () g � 0 mod p, and we haveSp(a) = 1 as well. In the remaining case
where 26= p - a, we have alwaysSp(a) 6= 1, for if g is a zero of'modulop, then so
is�g 6� g mod p. Each of the two cases occurs: for example, we haveS3(2) = 0
andS3(1) = 2.

(ii) The claim is clear ifSp(a) = 0, so let us assume thatSp(a) > 0. If 2 6=
p - a and'(g) � 0 mod p, theng 6� 0 modp, and hence'0(g) = 2g 6� 0 mod p.
Algorithm 9.22 then shows thatSp(a) � Spe(a), and the uniqueness of Newton
iteration (Theorem 9.27) implies the reverse inequality.

If 2 6= p j a, then there is precisely one root of' modulo p, by (i), but there
may be none or more than one modulope, as in the examplesa = p anda = 0,
respectively, whene > 1.

(iii) If gcd(a;n) = 1, thenpi - a for 1� i� r. ThusSn(a) = Sp
e1
1
(a) � � �Sper

r (a) =
Sp1(a) � � �Spr(a), by the Chinese Remainder Theorem and (ii). The last claim fol-
lows fromSpi(1) = 2 for all i.

(iv) We have 50625= 34 �54 and

10001 � 2 mod 3; 10001 � 1 mod 5;
42814 � 1 mod 3; 42814 � 4 mod 5;
31027 � 1 mod 3; 31027 � 2 mod 5;
17329 � 1 mod 3; 17329 � 4 mod 5:

Since 2 has no square root modulo 3 and modulo 5, we conclude from (iii) that
only 42814 and 17329 possess square roots modulo 50625, and that they have
exactly four such roots.

(v) We have 2025= 3452, and the congruencesg2 � 91� 1 mod 3 andg2 �
91� 1 mod 5 have solutionsg��1 mod 3 andg��1 mod 5, respectively. Thus
there are four distinct square roots of 91 modulo 2025, by (iii). Using 3-adic and
5-adic Newton iteration and the Chinese Remainder Algorithm, we obtain the four
solutions 46;521;1504, and 1979.

By (iii), there are precisely four square roots of 1 modulo 50625. The two
trivial ones are 1 and�1, and Newton iteration and the CRA yield the two other
ones 8749 and�8749.

9.41 (iii) Similarly as in Exercise 9.40, we haveCn(a) =Cp1(a) � � �Cpr(a).
(iv) We have 225625= 54 � 192. The number 1 is the only cube root mod-

ulo 5 of 11� 1 mod 5, and there are three cube roots of 11 modulo 19, namely
5;16;17. Thus there are precisely three cube roots of 11 modulo 225625, by (i).
Newton iteration and the Chinese Remainder Algorithm yieldthe three solutions
47771;50271, and 103396.

9.43 By extracting powers of 3 if necessary, we may assume that 3 - a. Let ' =
y2� a 2 Z[y℄. If a � 1 mod 3, then'(1) � 0 mod 3 and'0(1) � 2 6� mod3, and
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g0 = 1 is a starting solution. Otherwise, ifa � 2 mod 3, thena has no square
root in Z. In the first case, we call Algorithm 9.22 withl = d(log3 a)=2e, so that
32l > a, and it computes a square rootg 2 N of a modulo 3l with g < 3l , taking
O(M(l)) word operations, by Theorem 9.26. Finally, we check whetherg2 = a or(3l�g)2 = a in Z, taking anotherO(M(l)) word operations. If both tests fail, then
the uniqueness of Newton iteration (Theorem 9.27) implies that a has no square
root inZ, as in Section 9.5.

The fourth root of 2313441 inZ is 39.

9.44 ALGORITHM 9.36 Perfect power testing.
Input: An integera 2 N >1.
Output: Integersb;d;e;r 2 N such thata = 2d3ebr and r is maximal with that

property.

1. leta = 2d3eb with gcd(b;6) = 1, n � 2, r � 1

2. while 4n < b do

3. f 2d3ebr = a andb is not akth power for 2� k < n g
call the Newton iteration algorithm from Section 9.5 or Exercise9.43
to check whetherb = cn for somec 2 N
if this is the casethen b � c, r � rn
else n � n+1

4. return b;d;e;r
The loop invariants follow by induction and imply the correctness. The cost for

step 1 isO(loga) word operations, by Exercise 4.1, and the condition in step 2can
be checked withO(1) word operations, by examining the length ofb. One execu-
tion of step 3 takesO(M(loga)) word operations, and the number of iterations is
at most log4 a. Thena is a perfect power if and only if gcd(d;e;r)> 1.

9.47 The polynomial'0(y)�'0(g) 2 R[y℄ hasg as a root and hence is divisible
by y�g. Thus'0(h)�'0(g) = q � (h�g) for someq 2 R, andv('0(h)�'0(g)) =
v(q)v(h�g)� "< 1. Then

v('0(h)) = v('0(h)�'0(g)+'0(g)) = maxfv('0(h)�'0(g));v('0(g))g= 1:
Chapter 10

10.3 Letr = 2k. We have degMi; j = 2id for all i; j, and hence computingMi; j
amounts to multiplying two polynomials of degree 2i�1d. This takesM(2id+1)�
M(2i�1d) + 4 � 2i�1d ring operations, by Exercise 8.34. There are 2k�i nodes at
level i, so that the cost at leveli is 2k�i(M(2i�1d)+O(2i�1d)) or M(n=2)+O(n),
and there arek = logr levels.

Modern Computer Algebra, JOACHIM VON ZUR GATHEN and JÜRGEN GERHARD, version 14 September 2003



Solutions to Chapter 10 41

10.4 (i) We have 0< pi � 1, whence�pi log pi � 0, for all i, and also the en-
tropy is nonnegative. Ifn > 1, thenpi < 1 and�pi log pi > 0 for all i, and the
entropy is nonzero.
(ii) We have

H(p1; : : : ; pn)� logn = � ∑
1�i�n

pi log pi� ∑
1�i�n

pi logn = 1
ln2 ∑

1�i�n

pi ln
1

pin� 1
ln2 ∑

1�i�n

pi

� 1
pin
�1
�= 1

ln2 ∑
1�i�n

�1
n
� pi

�= 0;
with equality if and only ifpi = 1=n for all i.

10.5 (i) Let t be a stochastic mobile. Ifn = 1 then the average depth is 0=
H(1) = H(p1), and we assume thatn > 1. Renumbering if necessary, we may
assume that the leavesn�1 andn are children of the same node. Lett� be the tree
obtained from deleting those two leaves. Thent� is again a stochastic mobile with
leaf weightsp1; : : : ; pn�2; p = pn�1+ pn, and its average depthd� is inductively at
least

H(p1; : : : ; pn�2; p) = � ∑
1�i�n�2

pi log pi� p log p= H(p1; : : : ; pn)� p log p+ pn�1 log pn�1+ pn log pn= H(p1; : : : ; pn)� p �H� pn�1

p
; pn

p

�:
Let Æ be the depth of the leavesn� 1 andn. SinceH(pn�1=p; pn=p) � 1, by
Exercise 10.4, the average depth oft is

d�� (Æ�1)p+ Æ(pn�1+ pn) = d�+ p� H(p1; : : : ; pn)+ p

�
1�H

� pn�1

p
; pn

p

��
� H(p1; : : : ; pn):

(ii) ∑
1� j�l

n j2
� j = ∑

1�i�n

2�li � ∑
1�i�n

pi = 1.

(iii) We proceed by induction onj. Initially, when j = 1, we have 2j = 2 nodes
of depth 1, and (ii) implies thatn1 = 2 � n12�1 � 2∑1�k�l nk2�k � 2. Now we
assume thatj � 1 and the invariant holds before thejth pass through step 3. After
removing the subtrees ofn j nodes of depthj, there remain 2j�n12j�1��� ��n j�1 �
2�n j internal nodes of depthj. Each of them has two children, and thus there are

2j+1�n12j��� ��n j �2 = 2j+1

 
1� ∑

1�k�l

nk2
�k

!+n j+1+n j+22�1+ � � �+nl2
j+1�l� n j+1
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nodes of depthj + 1, by (ii), and the invariant holds before the( j + 1)st pass
through step 3 as well. Thus after the loop 2,t is a binary tree with at leastn
leaves, and after step 4 there remain preciselyn leaves with weightsp1; : : : ; pn.
Step 5 does not remove any leaves, and hence step 6 indeed returns a stochastic
mobile with leaf weightsp1; : : : ; pn.

(iv) By construction, the depth of leafi after step 4 isli, and hence the average
depth is

∑
1�i�n

li pi < ∑
1�i�n

(� log pi +1)pi = H(p1; : : : ; pn)+1:
Since the average depth does not increase when removing edges in step 5, the
claim follows.

10.7 (ii) At an internal nodev of weight p(v), we multiply two polynomials
whose product has degreep(v)n, at a cost of at mostM(p(v)n) = p(v)nS(p(v)n)�
p(v)nS(n) = p(v)M(n). By (i), the overall cost is at most∑v p(v)M(n) = d M(n),
where the sum is over all internal nodesv of t. By Exercise 10.5, we may chooset
such thatd < H(p0; : : : ; pr�1)+1, and the claim follows.

10.8 Induction oni shows that�(Mi; j) � 2il. The cost for computingMi; j from
its two children isO(M(2il)) word operations. There are 2k�i nodes at leveli and
k = logr levels, and the claim follows as in Exercise 10.3.

10.11 For multipoint evaluation, we may precompute theMi; j and the inverses
modulox2i

of their reversals, as in Exercise 10.9. Then the cost for oneremainder
computation moduloMi; j drops to 2M(2i)+O(2i) ring operations, and summing
over all i; j gives at most(2M(n) + O(n)) logn. In the interpolation algorithm
10.11, steps 1 and 2 are precomputation steps, and by Theorem10.10, the cost for
step 3 is(M(n)+O(n)) logn.

10.12 (i) ALGORITHM 10.28 CRA overF [x℄ for two moduli.
Input: Coprime monicm1;m22F [x℄ andv1;v22F[x℄ such that degv1 < degm1� n

and degv2 < degm2� n.
Output: The unique polynomialf 2 F [x℄ of degree less than degm1+degm2 sat-

isfying f � v1 modm1 and f � v2 modm2.

1. call the fast EEA to computes;t 2 F [x℄ such thatsm1 + tm2 = 1, degs <
degm2, and degt < degm1.

2. b1 � v1t remm1, b2 � v2s remm2

3. return f = b1m2+b2m1

Correctness of the algorithm was shown in Section 5.4. The cost for step 1
is O(M(n) logn) field operations, by Theorem 11.7, and steps 2 and 3 take only
O(M(n)).
(ii) The idea for a recursive approach is to compute the two interpolating poly-

nomials for the first and the second half of the points, respectively, and construct
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f from them using (i). IfT (n) denotes the cost of the algorithm, then the cost for
the two recursive calls is 2T (n=2), plusO(M(n) logn) for constructingf , by (i).
Together withT (1) = 0, Lemma 8.2 yieldsT (n) 2 O(M(n) log2 n). This is slower
by a factor of logn than Algorithm 10.11.

10.13 “(i) =) (iii)”: Suppose that� is an isomorphism, and let 0� i; j < r
with i 6= j. Since� is surjective, there exists a polynomialf 2 R[x℄ such thatf � 1
modmi and f � 0 modmk for k 6= i. In particular, the latter is true fork = j, and we
may write f = si jm j for somesi j 2 R[x℄. Thussi jm j � 1 modmi, or equivalently,
si jm j + ti jmi = 1 for someti j 2 R[x℄.

“(iii) =) (ii)” follows from ∏i; j(si jm j + ti jmi) = 1.

“(ii) =) (i)”: The assumption implies thatsi(m=mi) � 1 modmi for all i. To
show that� is surjective, letv0; : : : ;vr�1 2 R[x℄ be arbitrary. Then the polynomial

f = ∑
1�i�r

visi
m
mi

satisfiesf � vi modmi for 0� i < r, and hence�( f modm) = (v0 modm0; : : : ;
vr�1 modmr�1). For the injectivity, we assume thatf 2R[x℄ satisfiesf � 0 modmi

for all i, say f = uimi. Multiplying (ii) by f yields

f = ∑
0�i<r

f si
m
mi

= m ∑
0�i<r

uisi:
Finally, the equivalence “(iii)() (iv)” is Exercise 6.15.

10.15 We proceed by induction onk. If k = 0, then degf < n = degm0 implies
that f = f remm0. If k� 1, then we may assume inductively that the results of the
recursive calls in steps 3 and 4 are correct. Let 0� i < r=2 andq0 = f quoMk�1;0.
Then mi j Mk�1;0 and f = q0Mk�1;0 + r0 � f0 modmi, and we find f remmi =
f0 remmi. The proof forr=2� i < r is similar.

(In the 1999 edition,f0 and f1 were calledr0 andr1, respectively.)

10.16 Correctness follows as in the proof of Theorem 10.10. Let T (k;n) denote
the cost of the algorithm. Then the cost for step 1 is 0, the tworecursive calls
in steps 2 and 3 takeT (k�1;degMk�1;0) andT (k� 1;degMk�1;1), respectively,
and the cost for step 4 is at most 2M(n)+O(n). The cost estimate follows from
T (0;n) = 0 by induction onk = logr.

10.17 Letd = degmi for all i, so thatn = rd = 2kd.

(i) As in Exercise 10.3, the degree ofMi; j is 2id, and the cost for one remainder
computation moduloMi; j is D(2id) 2 5M(2id)+O(2id). Thus the cost per node
at level i is 10M(2i�1d) +O(2id). There are 2k�i nodes at leveli andk = logr
levels, and summing up shows that the overall cost for Algorithm 10.20 is at most(10M(n=2)+O(n)) logr. The first claim now follows from Exercise 10.3.
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If T (n) denotes the cost of Algorithm 10.20, then we haveT (d) = 0 andT (n) =
2T (n=2)+2M(n=2+1), and Exercise 8.34 and Lemma 8.2 show thatT (n) is at
most(M(n)+O(n)) logr.
(ii) We have∑0�i<r degm2

i = 2n, and hence (i) implies that the cost for step 1 is at
most(11M(n)+O(n)) logr operations inR. Step 2 takesrD(d) or 5M(n)+O(n)
operations, and the cost for step 3 isr(24M(d)+O(d)) logd field operations, by
Theorem 11.7.
(iii) The cost for step 1 is(1

2M(n)+O(n)) logr, by Exercise 10.3. Part (ii) of this
Exercise gives the cost for step 2, and step 3 takes another(M(n)+O(n)) logr,
by (i). The claim follows by summing up and using(1

2 +11+1) logr+5� 24logr
if r � 2.

10.21 ALGORITHM 10.29 Small primes modular quotient inZ[x℄.
Input: Nonzeroa;b 2 Z[x℄ with degb < dega = n andjjajj∞ � A.
Output: The quotienta=b 2 Z[x℄ if b j a, and otherwise “FAIL”.

1. B � (n+1)1=22nA
if jjbjj∞ > B or lc(b) - lc(a) then return “FAIL”

2. r � dlog(2lc(b)B+1)e
choose primes 2< p1 < p2 < � � �< pr < 2r lnr
S � f1� i� r: pi - lc(b)g

3. for all i 2 S computea rem pi andb rem pi

4. for all i 2 S do
if b does not dividea modulopi then return “FAIL”
else computeqi 2 Z[x℄ with a � qib mod pi, degqi � dega� degb,
andjjqijj∞ < pi=2

5. computeq 2 Z[x℄ with degq� dega�degb, jjqijj∞ < 1
2 ∏1�i�r pi, andq� qi

mod pi for all i 2 S

6. if jjqjj1jjbjj1� B then return q else return “FAIL”

For the correctness proof, letm = ∏i2S pi. Thenm > 2B anda � qb modm. If
b j a, then clearlyq = b=a, and the algorithm returnsq, by Corollary 6.33. Con-
versely, if jjqjj1jjbjj1 � B, then jjqbjj∞ � jjqbjj1 � jjqjj1jjbjj1 � B < m=2, and the
congruencea� qb modm is in fact an equality.

We have logpi 2O(logr) for all i and logm 2O(r logr). Using the integer vari-
ants of Algorithms 10.16 and 10.22 for each coefficient ofa;b, andq, respectively,
steps 2, 3, and 5 takeO(nM(r logr) logr) word operations, by Theorems 10.24
and 10.25. Step 4 takesO(M(n)) additions and multiplications plus one inver-
sion inF pi for eachi, in total O(rM(logr)(M(n)+ loglogr)) word operations, by
Corollary 11.10. The time estimate now follows fromr 2 O(logB).
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Chapter 11

11.3 This is wrong, as the examplef = x2, g = x, f � = x3 + x, g� = x2 +1 for
k = 1 shows.

11.5 Letr�i 2 Z[x℄ for 0� i� ` denote the primitive associates of the remainders
in the Euclidean Algorithm. Then

lc(r�i )ni�1�ni+1r�i�1 = q�i r�i +��i+1r�i+1;
where��i+1 = cont(lc(r�i )ni�1�ni+1r�i�1 remr�i ) 2 Z, so that

Q�
i = � 0 1(��i+1)�1 lc(r�i )ni�1�ni+1 �(��i+1)�1q�i � :

We replaceQi by Q�
i in step 9, and step 6 by

6. ai�1 � lc(r�i )1+ni�1�ni r�i�1, q�i  � ai�1 quor�i ,��i+1 � cont(ai�1 remr�i ), r�i+1 � pp(ai�1 remr�i ), ni+1 � degr�i+1

The matrixQ�
i has rational entries in general.

11.6 The standard approach, as in the proof of Theorem 11.5, uses 10 polynomial
multiplications where the product polynomial has degree atmostk < �, each of
them taking essentially three�-point FFTs, in total 30 FFTs plusO(�) operations.
In the alternative approach, we have nine�-point FFTs for evaluatingq j and the
entries ofR and S, plus another four for the interpolation of the entries of the
product matrix, in total only 13 FFTs plusO(�) operations.

11.7 ALGORITHM 11.19 Fast Extended Euclidean Algorithm.
Input: r0;r1 2 F [x℄ monic,n0 = degr0 > n1 = degr1, k 2 N with n0=2� k � n0.

Output:h = �(k) 2 N , Rh 2 F [x℄2�2 as in (1), and

�
rh

rh+1

�= Rh

�
r0

r1

�
.

1. if r1 = 0 or k < n0�n1 then return 0,

�
1 0
0 1

�
, and

�
r0

r1

�
2. d � bk=2
3. a0 = r0 � 2d, a1 � r1 � (2d� (n0�n1))

call the algorithm recursively with inputa0;a1 andd, giving j�1 = �(d),
R = Q j�1 � � �Q1, and

�
a j�1

a j

�= R

�
a0

a1

�
.

4.

�
r j�1

r j

� �� a j�1xn0�2d

a jxn0�2d

�+R

�
r0�a0xn0�2d

r1�a1xn0�2d

��
n j�1

n j

� �� degr j�1

degr j

�
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5. if r j = 0 or k < n0�n j then return j�1, R, and

�
r j�1

r j

�
6. q j � r j�1 quor j, � j+1 � lc(r j�1 remr j),

r j+1 � (r j�1 remr j)��1
i+1, n j+1 � degr j+1

7. d� � k� (n0�n j)
8. a�j  � r j � 2d�, a�j+1 � r j+1 � (2d�� (n j�n j+1))

call the algorithm recursively with inputa�j ;a�j+1 and d�, giving h� j =�(d�), S = Qh � � �Q j+1, and

�
a�h

a�h+1

�= S

 
a�j

a�j+1

!
9. Q j �� 0 1��1

j+1 �q j��1
j+1

�
return h, SQ jR, and

�
a�hxn j�2d�

a�h+1xn j�2d��+S

 
r j�a�jxn j�2d�

r j+1�a�j+1xn j�2d�!
The cost for step 4 is now essentially 4 multiplications of polynomials of degree

aboutk=2 by polynomials of degree aboutk or 4M(k) + O(k). Step 6 and the
computation ofQ jR in step 9 takeO(k), and the computation ofS �Q jR in step
9 takes 4M(k) +O(k), as in the proof of Theorem 11.5. Additionally, we have
essentially 4 multiplications of polynomials of degree about k=2 or 2M(k)+O(k)
for the computation ofrh;rh+1 in step 9, and the claim follows.

A variant of this algorithm is given by Brent, Gustavson & Yun(1980).

11.9 (i) We first call Algorithm 11.4 with inputf , g, andk = degf � e1. Then
we compute(rh;rh+1)T = Rh � ( f ;g)T . The polynomialrh is the remainder of de-
greee1. Sincee2 < e1, the remainder of degreee2 in the EEA of f andg is equal
to the remainder of degreee2 in the EEA ofrh andrh+1, and we can proceed re-
cursively. The overall cost is

O
�

M(n) logn+M(e1) loge1+ � � �+M(ed�1) loged�1

�
arithmetic operations inF , and the claim follows frome1+ � � �+ ed�1� n and the
superlinearity ofM.
(ii) We modify Algorithm 6.59 so as to compute only the required remainders.

We can computef (x;u) andg(x;u) for all u2U in step 2 usingO(nM(nd) log(nd))
arithmetic operations, by Corollary 10.8. By (i), the cost for computing only the
remainders of the required degrees in step 2 isO(nd M(n) logn) operations. In
step 3, we again interpolate only the remainders of the required degrees. The cost
per coefficient isO(M(nd) log(nd)) arithmetic operations, by Corollaries 10.12
and 11.6, and there aree1 + � � �+ ed � n coefficients. The claim now follows by
adding up costs.
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12.1

U1 = P1+P2 = A11B11+A12B21;
U2 = P1+P6 = A11B11+S2T2 = A11B11+(S1�A11)(B22�T1)= A11B11+(�A11+A21+A22)(B11�B12+B22)= A11B12�A11B22+A21B11�A21B12+A21B22+A22B11�A22B12+A22B22;
U3 = U2+P7 =U2+S3T3 =U2+(A11�A21)(B22�B12)= A21B11+A22B11�A22B12+A22B22;
U4 = U2+P5 =U2+S1T1 =U2+(A21+A22)(B12�B11)= A11B12�A11B22+A21B22+A22B22;
U5 = U4+P3 =U4+S4B22 =U4+(A12�S2)B22= U4+(A11+A12�A21�A22)B22= A11B12+A12B22;
U6 = U3�P4 =U3�A22T4 =U3�A22(T2�B21)= U3�A22(B11�B12�B21+B22)= A21B11+A22B21;
U7 = U3+P5 =U3+S1T1 =U3+(A21+A22)(B12�B11) = A21B12+A22B22:

12.4 (i) Lety be a new indeterminate. By Exercise 9.25,g has the Taylor ex-
pansiong(x) = ∑0�i<n g(i)(y)(x�y)i=i! aroundy in R[y℄[x℄, and substitutingy = h0

andx = h yields the claim.

(ii) h00 is invertible moduloxn+k, and Algorithm 9.3 computes its inverse at a
cost ofO(M(n)) ring operations. Leta = g(i)(h0). Theng(i+1)(h0) = a0 � (h00)�1 �(a remxn+k�i)0(h00)�1 modxn+k�i�1, and this computation takes anotherO(M(n))
ring operations. We note that the latter congruence does nothold moduloxn+k�i in
general (see Exercise 9.24). Thus the precision is decreased by one in each step,
and this is the reason why we start with the higher precisionn+ k instead ofn in
step 2. Things get even more complicated in (v) below.

(iii) The cost isO(kM(n)) ring operations for step 1,O(mM(n) logn) for step 2,
by Exercise 12.3,O(kM(n)) for step 3, by (ii), and anotherO(kM(n)) for step 4.

(iv) Letting n=m � k � m logn yields m � (n= logn)1=2 and a time bound of
O((n logn)1=2M(n)).
(v) We may assume thath00 6= 0, since otherwiseh0 is constant and allg(i)(h0)

can be computed in timeO(kn). So leth00 = xdb with 0� d < m andb(0) 6= 0.
The chain rule shows thatg(i)(h0)0 = g(i+1)(h0)h00 is divisible byxd for all i. We
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modify step 3 and perform all computations to slightly larger precision, as follows.
Lettingai = g(i)(h0), we find thata0i = ai+1h00 = ai+1xdb, and therefore

ai+1� b�1(ai remxn+(k�i)(d+1))0=xd modxn+(k�i�1)(d+1):
Now n + (k� i)(d + 1) � n + km 2 O(n), and hence we can computeb�1 mod
xn+k(d+1) with O(M(n)) ring operations, and alsoai+1 remxn+(k�i�1)(d+1) from
ai remxn+(k�i)(d+1). In step 2, we computeg(h0) remxn+k(d+1), takingO(kM(n))
ring operations, and the same bound is valid for step 3.

12.6 (i)ma = xn; (ii) mxn�a j ma j xnmxn�a.

12.7 (b)() (c) is clear. So letf = ∑0� j�d f jx j be a characteristic polynomial
of a. Thenr =∑0� j�n fd� jx j andrh=∑i2N bixi with bi =∑0� j�i fd�(i� j)a j for all i,
where we setf j = 0 if j < 0. Thenbd+i = ∑i� j�d+i f j�ia j = ∑0� j�d f jai+ j = 0
for all i if and only if f is a characteristic polynomial ofa, and this shows the
equivalence of (a) and (b).

12.8 (i) a0 = 0, a1 =�1, a2 = 0, andai+3 =�ai+2+ai for i 2 N .

(ii) a0 = 1, a1 =�2, a2 = 2, andai+3 =�ai+2+ai for i 2 N .

(iii) a0 = 0, a1 =�1, a2 = 1, a3 = a4 =�1, andai+3 =�ai+2+ai for all i� 2.

12.9 The minimal polynomial isx2� x�1, like for the Fibonacci sequence, and
the first 20 elements are 1;3;4;7;11;18;29;47;76;123;199;322;521;843;1364;
2207;3571;5778;9349;15127.

12.10 (ii) Let ma be the minimal polynomial of the sequencea = (�(�i))i2N .
Thenma j m, and sincem is irreducible, we have eitherma = 1 or ma = m. But�(�0) = 1, so thata 6= 0, and this shows thatma = m.

(iii) We first compute�;�2; : : : ;�2n�1 in polynomial representation. This takes
O(n �M(n)) operations inF , by Corollary 11.8. Computing�(�i) for 0� i < 2n
is for free, and computing the minimal polynomial ofa takesO(M(n) logn) field
operations, by Theorem 12.10.

(iv) m = x3�3x2�3x�1.

12.12 f is a characteristic polynomial ofa�� if and only if uT f (A)Aib = 0 for
0� i < n.

12.15 (ii) Letd = degf � n. We define theF–linear map �:Fn�Fn �! FN
by  �(u;b) = (uT Aib)i2N , and letM f � FN be the submodule of all sequences
annihilated byf . As in the proof of Lemma 12.16, we find that �(Fn�Fn) = M f ,
sinceI;A; : : : ;Ad�1 are linearly independent inFn�n. Then we let = '�1 Æ �,
where':F [x℄=h f i �! M f is the isomorphism of cyclicF [x℄-modules from (9).
Then is F–bilinear and surjective,g � �(u;b) = '((g mod f ) � (u;b)) for all
g 2 F [x℄ andu;b 2 Fn, and the claim follows, as in the proof of Lemma 12.16.
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(iii) Let e j 2 Fn be the jth unit vector for 1� j � n, u = (u1; : : : ;un) andb =(b1; : : : ;bn) in Fn, andhi j mod f =  (ei;e j) for 1� i; j � n. Then the bilinearity
of  yields  (u;b) = ∑

1�i; j�n

uib jhi j mod f :
If we let

r = resx
�

∑
1�i; j�n

yiz jhi j; f
� 2 F [y1; : : : ;yn;z1; : : : ;zn℄;

where theyi andz j are new indeterminates, then (ii) and Lemma 6.25 imply that (u;b) is a unit if and only ifr(u1; : : : ;un;b1; : : : ;bn) = 0. As in the proof of
Lemma 12.17, we find thatr is a nonzero polynomial of total degree at most 2n,
and the claim follows from Lemma 6.44.

12.16 (ii) LetB 2 Fn�r be the matrix whose columns areb0; : : : ;br�1. Then the
bi are linearly independent if and only if the rank ofB equalsr. This rank can be
computed by Gaussian elimination (see Section 25.5), and this computation is the
same whether we perform it overF or overK.

12.18 (i) Leth = gcd( f ;g). Then we havem� (g�a) = mg�a = 0 if and only
if f j mg, which in turn is equivalent tof=h j m.

(ii) Let b� be the initial value ofb, f be the minimal polynomial of(Aib�)i2N ,
andh the minimal polynomial of(Aib)i2N in step 2. Then the invariantsf = gh
andb = g(A)b� follow from (i) by induction. Nowb = g(A)b� = 0 in step 2 if and
only if f j g, and the correctness follows.

(iii) We haveg�a(k) = (ukAib)i2N , and by (i), the minimal polynomialm of this
sequence isgk=gcd(g;gk). The second claim follows by induction, using Exercise
3.6.

(iv) For a fixed j, the probability thatf j divides allhi is q�kdegf j . By the Chinese
Remainder Theorem, theser events are independent, and the stated formula forpk

follows.

(v) Let s 2 F [x℄. Similarly to the proof of Lemma 12.16, we have

s� �(u) = 0 () (s mod f ) � (u) = 0 () f j sh () f
gcd( f ;h) j s;

proving the first claim. Lethk mod f =  (uk) for all k. Thengk = f=gcd( f ;hk).
Inductively, we find that lcm(g1; : : : ;gk) = f if and only if gcd(h1; : : : ;hk; f ) = 1.
Since theui are independent uniform random elements ofFn, thehi are indepen-
dent uniform random polynomials of degree less than degf . By (ii) and (iii), the
algorithm terminates if and only iff = g = lcm(g1; : : : ;gk), and the claim follows
from (iv).
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(vi) The first claim follows by induction onr. Then

1� pk = 1� ∏
1� j�r

(1�q�kdegf j)� ∑
1� j�r

q�kdegf j = ∑
i�1

niq
�ki

�∑
i�1

qi

i
q�ki = q1�k ∑

i�0

(q1�k)i

i+1
� q1�k ∑

i�0

2�i = 2q1�k

if k � 2, where we used thatq� 2, and hence

∑
k�0

(1� pk)� 2+2∑
k�2

q1�k = 2+ 2
q�1

� 4:
Chapter 13

13.2 If all integrals exist, then fork 2 Z we have

(df �g)(k) = Z 2�
0

( f �g)(t)e�iktdt = Z 2�
0

Z 2�
0

f (s)g(t� s)e�iktdsdt= Z 2�
0

f (s)e�iks
Z 2�

0
g(t� s)e�ik(t�s)d(t� s)ds= �Z 2�

0
f (s)e�iksds

� � bg(k) = bf (k) � bg(k):
13.3 Using sin(t) = i

2(e�it� eit), we find

f (t) = 1
2� ��ie�it��ieit + �i

10
e�10it� �i

10
e10it

� :
The uniqueness of the Fourier series (1) implies thatbf (1) = �bf (�1) = ��i,bf (10) =�bf (�10) =��i=10, andbf (k) = 0 for all other integersk.

13.4 (ii) We have�0 = 0, and fork 6= 0, thekth Fourier coefficient is

�k = 1
2� Z 2�

0
f (t)e�iktdt = 1

2� �Z �
0

e�iktdt�Z 2�� e�iktdt

�
= i

2�k

�
e�ik�� e0� e�ik�2�+ e�ik��= i�k

(e�ik��1)= � �2i
k� if k is odd;
0 if k is even:

So we have

f (t) = ∑
k2Z

k odd

�2i
k� eikt :
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Incidentally, this gives a method to compute�. We find

f (t) = �0+ ∑
k>0

k odd

(�keikt +��ke�ikt) = ∑
k>0

k odd

�2i
k� (eikt� e�ikt)+0

= ∑
k>0

k odd

�2i
k� ((cos(kt)+ isin(kt))� (cos(kt)� isin(kt)))

= ∑
k>0

k odd

4
k� sin(kt);

or in other words,

f (t) = 4� (sin(t)+ 1
3

sin(3t)+ 1
5

sin(5t)+ � � �):
From f (�=2) = 1 we may deduce that

1� 1
3
+ 1

5
� 1

7
+ � � �= �

4
:

This equation, already known to Leibniz in 1673, is not a practical way of calcu-
lating the digits of� (Section 4.6).

13.6 (i) We havebg(k) = ∑
0� j<4n

g( j)e�2�i jk=4n

= ∑
0� j<n

�
g(2 j+1)e��ik(2 j+1)=2n +g(4n�2 j�1)e��ik(4n�2 j�1)=2n

�
= ∑

0� j<n

f ( j)�e��ik(2 j+1)=2n + e�ik(2 j+1)=2n
�

= 2 ∑
0� j<n

f ( j)cos
�k(2 j+1)

2n

for k 2 Z. The claimed symmetry properties follow from those of the cosine.

(ii) Part (i) implies in particular thatbg(2n) =�bg(0) andbg(n) = bg(3n) = 0. The
claim follows from the symmetry properties together with the inversion formula

g( j) = 1
4n ∑

0�k<4n

bg(k)e2�i jk=4n

for the Discrete Fourier Transform.

( j andn were calledn andN, respectively, in the 1999 edition.)
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Chapter 14

14.1 (i) For eacha 6= �1, botha and its inversea�1 6= a occur exactly once in
the product and cancel each other. Thus∏a2F�q a =∏a=�1 a =�1; this is also valid
for evenq, where 1=�1.

(ii) If n is not prime, then it has a prime divisorp < n which divides(n�1)! but
does not divide�1.

14.2 f has no proper divisors of degree at most 2, and hence it is irreducible.

14.3 The factorization pattern off is (1;1;1;2;2;4;6).
14.6 (i) An irreducible factor off divides ∏a�d<b(xqd � x) if and only if its
degree divides some number in the intervalfa;a+1; : : : ;b�1g, by Theorem 14.2,
and the claim follows sincef is squarefree.

(ii) We havexqb� xqb�d = (xqd � x)qb�d
, so that

∏
a�d<b

(xqb� xqb�d) = � ∏
a�d<b

(xqd � x)�qe ;
wheree = ∑a�d<b(b� d) = ∑1�d�b�a d = (b� a+1)(b� a)=2. Thus the gcd is
the same as in (i), by (i) and the squarefreeness off .

(iii) ALGORITHM 14.56 Interval distinct-degree factorization.
Input: A monic squarefree polynomialf 2 Fq [x℄ of degreen � 1, whereq is a

prime power, and integers 1= c0 < c1 < � � �< ck = n+1.
Output: The monic polynomialsg1; : : : ;gs 2 Fq [x℄ such thats � k, eachg j is the

product of all monic irreducible factors off whose degree is in the interval
I j = fc j�1; : : : ;c j�1g, andgs 6= 1.

1. h0 � x, f0 � f , i � 0, j � 0
repeat

2. f i = c j � 1 and f j is the product of all irreducible factors off of
degree at leastc j g

j � j+1, u � 1
while i < c j�1 do

3. f hi = xqi
rem f andu = ∏c j�1�d�i(xqd � x) rem f g

i � i+1
call the repeated squaring algorithm 4.8 inR = Fq [x℄=h f i to
computehi = hq

i�1 rem f
u � u � (hi� x) rem f

4. g j � gcd(u; f j�1), f j � f j�1

g j

5. until f j = 1
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6. s � j
return (g1; � � � ;gs)

This blocking idea becomes really useful with more efficientways to compute
the required values ofu, as in von zur Gathen & Shoup(1992) and Kaltofen &
Shoup(1998).

14.8 Whenq is even, then squaring is an automorphism ofFq , and there are no
nonsquares. Otherwise, ifq is odd then(ab)(q�1)=2 = a(q�1)=2b(q�1)=2 = (�1) �(�1) = 1, by Lemma 14.7.

14.11 (ii) Forn 2 Z, we haveakn = 1 if and only if orda divideskn, or equiva-
lently, orda=gcd(k;orda) dividesn. See also Exercise 8.13.
(iii) Let a 2 F�q , and assume that gcd(k;q� 1) = 1. By Lagrange’s theorem

(or Fermat’s little theorem), we have orda j q�1 = F�q . Thus gcd(k;orda) = 1.
Then (ii) shows that ord(�k(a)) = orda. In particular, the only element with
ord(�k(a)) = 1 is a = 1, so that ker�k = f1g and�k is injective. NowF�q is a
finite set, so that�k is surjective as well.

Conversely, let�k be an automorphism anda a generator ofF�q , which exists by
Exercise 8.16. Then�k(a) is also a generator ofF�q , so that ord(�k(a)) = orda =
q�1, and (ii) implies that gcd(k;q�1) = 1.
(iv) Let k = gk�. Then gcd(k�;q� 1) = 1, (iii) implies that�k� is an automor-

phism, and the claims follow from�k = �g Æ�k� .
14.13 If p = 2, thena = 1 is its only square root. Ifp is odd, apply the equal-
degree factorization algorithm 14.10 to the squarefree polynomialx2� a 2 F p [x℄.
You find (�1111)2� 1005 mod 2591.

14.15 The degree of the smaller factor is at mostbn=2, and the claim follows
from

∑
i�0

(d logq+ log(n2�i))M(bn2�i) � (d logq+ logn)∑
i�0

M(bn2�i)� (d logq+ logn)M(n)∑
i�0

2�i� 2(d logq+ logn)M(n);
where we used the superlinearity ofM.

14.16 (i) The first claim follows fromTm(Tm + 1) = T 2
m + Tm = Tm(x2) + Tm.

Now let � 2 Fq . By Fermat’s little theorem,� is a root ofx2m + x, so that it is a
root of Tm or of Tm +1, and hence eitherTm(�) = 0 or Tm(�) = 1. BothTm and
Tm +1 have degree 2m�1, and hence each of them has precisely 2m�1 roots.
(ii) The field Ri = �i(R) is isomorphic toFqd = F2kd , and the first claim follows

from (i) with k replaced bykd. By the Chinese Remainder Theorem,Tkd(�) is inF2 if and only if the�i(Tkd(�)) are equal for alli, so that either all are 1 or all are 0.
Since the�i(Tkd(�)) are independent random variables if� is chosen uniformly at
random, the probability that this happens is 2�2�r, by (i).
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(iii) The modified algorithm fails ifTkd(a mod f ) 2 F2, and (ii) gives the er-
ror probability. We can computeTkd(a) rem f by computing alla2i

rem f for
0� i < kd, taking kd � 1 squarings modulof or O(kd M(n)) operations inFq ,
and adding up the results, using at most(kd�1)n additions inFq . Sincek = logq,
this yields the same cost estimate as for step 3 of the original algorithm, and the
claim follows.
(iv) Let Bi = �i(B)� Ri. ThenBi

�= Fq , and hence�i(Tk(�)) = Tk(�i(�)) 2 F2

for all � 2 B, by (i). The probability estimate follows as in (ii).
(v) The estimate of the failure probability follows from (iv). Similarly as in (iii),

the time for computingTk(a) rem f is O(kM(n)) operations inFq , which is the
same estimate as for step 6 of Algorithm 14.31.

14.17 In ths 1999 edition, the text of the exercise contains several typos, and we
first give a corrected version of it.

Let q be an odd prime power andf 2 Fq [x℄ squarefree of degreen with r � 2
irreducible factorsf1; : : : ; fr of degreed = n=r. We letR;R1; : : : ;Rr and the Chinese
remainder isomorphism�=�1��� ���r:R�!R1��� ��Rr be as in Section 14.3.
Thenorm on Ri

�= Fqd is defined byN(�) = ��q�q2 � � ��qd�1 = �(qd�1)=(q�1), and
we use the same formula to define the norm onR.
(i) Let �2 R� be a uniform random element,� =N(�), and 1� i� r. Show that�i(�) is a root ofxq�1�1, and conclude that�i(�) is a uniform random element

in F�q . Hint: N is a homomorphism of multiplicative groups.
(ii) Provided thatq > r, what is the probability that the�i(�) are distinct for

1� i� r? Prove that this probability is at least 1=2 if q�1� r2.
(iii) For u 2 Fq , let �(u) = u(q�1)=2, so that�(u) 2 f�1;0;1g, �(u) = 0 if and

only if u = 0, and�(u) =�1 if and only ifu is a nonsquare. Moreover, letu;v2 Fq

be distinct. Prove that for a uniformly randomt 2 Fq , we have�(u+ t) 6= �(v+ t)
with probability at least 1=2. Hint: The mapt 7�! (u+ t)=(v+ t) if t 6= �v and�v 7�! 1 is a bijection ofFq .
(iv) Consider the following variant of Algorithm 14.8, due to Rabin(1980b).

ALGORITHM 14.54 Equal-degree splitting.
Input: A squarefree monic reducible polynomialf 2 Fq [x℄ of degreen, whereq is

an odd prime power, a divisord < n of n, so that all irreducible factors off
have degreed, anda 2 Fq [x℄ of degree less thann with �i(a mod f ) 2 Fq for
all i.

Output: A proper monic factorg 2 Fq [x℄ of f , or “failure”.

1. g1 � gcd(a; f )
if g1 6= 1 andg1 6= f then return g1

2. chooset 2 Fq at random

3. call the repeated squaring algorithm 4.8 inR = Fq [x℄=h f i to computeb =(a+ t)(q�1)=2 rem f
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4. g2 � gcd(b�1; f )
if g2 6= 1 andg2 6= f then return g2 else return “failure”

Use (iii) to prove that the failure probability of the algorithm is at most 1=2 if
a 62 Fq .
(v) Use the algorithm from (iv) as a subroutine to create a recursive algorithm

for equal-degree factorization, which has the same input specification as the above
algorithm and outputs all irreducible factors off . Prove that the algorithm never
halts if�i(a mod f ) = � j(a mod f ) for somei 6= j, and that otherwise, if all�i(a
mod f ) are distinct elements ofFq , the probability for its recursion depth to be
more thank = 1+ d2log2 re is at most 1=2. Conclude that in the latter case, the
number of operations inFq is O(M(n) log(qn) logr).
(vi) Now we first computea = c(qd�1)=(q�1) rem f for a uniform random polyno-

mial c 2 Fq [x℄ of degree less thann, and then call the algorithm from (v) for that
value ofa and stop the recursion at depthk. We assume thatq�1� r2. Prove that
with probability at least 1=4, this method yields ther irreducible factors off in
time O(d M(n) logq+M(n) log(qn) logr).

Solution:
(i) By Lemma 14.6, we haveN(R�

i ) = f 2 R�
i :q�1 = 1g= F�q , using Fermat’s

little theorem. By Lagrange’s theorem, we have #N�1() = (qd�1)=(q�1) for all 2 F�q , and henceN() is a uniform random element inF�q if  is a uniform ran-
dom element inR�

i . Similarly,�i(N(�)) = N(�i(�)) is a uniform random element
of F�q if � is a uniform random element inR�.
(ii) The �i(N(�)) are independent random variables if� 2 R� is chosen uni-

formly at random, by the Chinese Remainder Theorem. Thus fora fixed pair of
indicesi < j, the probability that�i(N(�)) and� j(N(�)) are equal is 1=(q�1).
There arer(r�1)=2< r2=2 such pairs, and hence the probability that all�i(N(�))
are distinct is at least 1� r2=2(q�1)� 1=2.
(iii) Let '(t) = (u+t)=(v+t) if t 6=�v and'(�v) = 1. One verifies that the map with  (t) = (u�vt)=(t�1) if t 6= 1 and (1) =�v is the inverse of', and hence

both are bijections. Ift = �v, then�(u+ t) 6= 0= �(v+ t). Otherwise, we have�(u+ t) = �('(t))�(v+ t), since� is multiplicative. Thus�(u+ t) 6= �(v+ t) if
and only ift =�v or �('(t)) 6= 1. Since' is a bijection, this condition is satisfied
for at least 2+ (q� 1)=2 > q=2 elementst of Fq , and the probability estimate
follows.
(iv) For a specific choice oft 2 Fq , the algorithm succeeds unless either all the�i(a+ t mod f ) are nonzero squares, or they are all nonsquares, or they are all

zero. If a 62 Fq , then the last case is impossible and there are two indicesi < j
with �i(a mod f ) 6=� j(a mod f ), by the Chinese Remainder Theorem. Then with
probability at least 1=2 for randomt, �i(a+ t mod f ) and� j(a + t mod f ) are
neither both squares nor both nonsquares, by (iii), and the algorithm will separate
fi and f j.
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(v) The algorithm works as follows. Call Algorithm 14.54 with input f anda. If
its output is “failure”, then call yourself recursively with input f anda (this leads to
infinite recursion ifa2 Fq). Otherwise, in case of success, call yourself recursively
with input g2 anda remg2, and also with inputf=g2 anda rem( f=g2). Then the
bad casea 2 Fq occurs somewhere during the recursive process if and only if
initially �i(a mod f ) and� j(a mod f ) are the same elements ofFq for somei < j.

Now we assume that this is not the case. Then for a fixed pair of indicesi < j,
the probability thatfi and f j are not yet separated at depthl of the recursion tree is
at most 2�l , by (iv). A similar analysis as in the proof of Theorem 14.11 gives the
probability estimate and the time bound.
(vi) By (ii), the probability that�i(a mod f ) 6= � j(a mod f ) for all i < j is at

least 1=2, and by (v), the conditional probability that the algorithm is successful in
that case is also at least 1=2, so that the total success probability is at least(1=2)2.
The cost for computinga is O(d M(n) logq) arithmetic operations inFq , and the
time estimate follows from (v).

14.18 The irreducible factors arex2+ x+1 andx4+ x3+1.

14.21 Theith coefficient of(ux+ v)g is vg0 if i = 0, ugi�1+ vgi if 0 < i < n, and
ugn�1 if i = n.
(i) We havejg0j= j f0=vj � A=jvj. Inductively, we find for 1� i < n thatjgij= ���� fi�ugi�1

v

����� A+ jugi�1jjvj � (i+1)Ajvj ;
and the last claim follows fromjvj � 1.
(ii) We proceed as in (i), by induction oni. The casei = 0 is clear. For 1� i < n,

we havejgij � A+ jugi�1jjvj = Ajvj +�jgi�1j � Ajvj�1+�1��i

1�� �= Ajvj � 1��i+1

1�� :
Finally,

1��i+1(1��)jvj � 1(1��)jvj = 1jvj� juj � 1

if juj< jvj. If juj> jvj, then we take reversals (Section 9.1) and apply what we just
have shown to revn( f ) = (vx+u) revn�1(g).
14.22 (i) We proceed by induction onr. If r = 1, then f = f e1

1 and f 0 =
e1 f 01 f e1�1

1 = e1 f 01 f= f1, by the chain rule. Ifr > 1, we write f = g f er
r , with g =

f e1
1 � � � f er�1

r�1 . Then(g f er
r )0 = g0 f er

r +ger f 0r f er�1
r = ∑

1�i<r

ei f 0i g f er
r

fi
+ er f 0r g f er

r

fr
= ∑

1�i�r

ei f 0i f
fi
;

by the Leibniz rule and the induction hypothesis.
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(ii) Let 1� i � r. As discussed in the text, the polynomialf ei�1
i divides f 0, and

f ei
i divides f 0 if and only if ei f 0i = 0. Thus f 2

i does not dividef=gcd( f ; f 0), and fi

divides it if and only ifei f 0i 6= 0.

14.23 (i) Let f = x1000+22 F5[x℄. Then f 0 = 0 and gcd( f ; f 0) = f 6= 1, so that
f is not squarefree. More precisely,f 0 = 0 implies thatf is a 5th power, namely
f = (x200+2)5 = (x8+2)53

.
(ii) The claim is false. A counterexample is given byf = g = x, wherex is the

squarefree part off , of g, and of f g. The correct statement is that the squarefree
part of f g is the least common multiple of the squarefree parts off andg.

14.25 (i) x3�3x2+4= (x+1)(x�2)2 is not squarefree,
(ii) x3�2x2� x+2= (x+1)(x�1)(x�2) is squarefree.

14.27 We should assume that thefi are monic.
(i) follows from Exercise 14.22 (ii) together with the fact that f 0i 6= 0 for all i.
(ii) Sinceei � n for all i, we have

gcd(u;vn) = gcd

�
∏
p-ei

f ei�1
i ∏

pjei

f ei
i ; ∏

p-ei

f n
i

�= ∏
p-ei

f ei�1
i ;

and the first claim follows. We first calculatevn remu with repeated squaring, tak-
ing O(logn) multiplications modulou or O(M(n) logn) field operations. Comput-
ing gcd(u;vn remu) takesO(M(n) logn) field operations as well. Finally, dividing
u by the gcd takes onlyO(M(n)) field operations.
(iii) ALGORITHM 14.57 Squarefree part over finite fields.

Input: A monic polynomialf 2 Fq [x℄ of degreen� 1.
Output: The squarefree part off .

1. u � gcd( f ; f 0), v � f
u

, w � u
gcd(u;vn)

2. call the algorithm recursively to compute the squarefreepartz of w1=p

3. return vz

Let S(n) denote the cost of the algorithm andm = degw. Steps 1 and 3 take
O(M(n) logn) field operations. Computingw1=p in step 2 amounts to calculat-
ing m=p many(q=p)th powers inFq , taking at most 2(m=p) log(q=p) operations,
where log is the binary logarithm. The degree ofz in step 4 ism=p, so that we
have the following recursive relation:

S(n) 2 S
�m

p

�+O
�

M(n) logn+n log
q
p

�; (15)

andS(1) = 0. If c is the implied constant in (15),d = pc=(p� 1), andT (n) =
M(n) logn+n log(q=p), we claim thatS(n)� dT (n). Indeed, we find inductively

S(n)� S
�m

p

�+ cT (n)� dT
�m

p

�+ cT (n)� �d
p
+ c
�

T (n) = dT (n);
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usingp �M(m=p)�M(m) andm� n. ThusS(n) 2 O(M(n) logn+n log(q=p)).
14.30 (i) Lemma 14.22 is valid more generally for perfect fields, so in particular
for finite fields. This together with Exercise 14.27 (i) implies the claim.

(ii) Using the same facts as in (i), the invariants

hi = ∏
j�i mod p

g j if i� 1; vi+1 = ∏
j rem p>i

g j; wi+1 = ∑
j rem p>i

( j� i)g0j vi+1

g j

are easily proved for 0� i� p by induction oni, as in the proof of Theorem 14.23.
In particular, this shows that the algorithm stops withk < p.

(iii) Replace step 3 by the following steps.

3. z � f

h1h2
2 � � �hk

k
if z = 1 then return (h1; : : : ;hk)
call the algorithm recursively to compute the squarefree decomposition(s1; : : : ;sl) of z1=p

4. for i = k+1; : : : ; p�1 do hi � 1
for i = 1; : : : ; p�1 and j = 1; : : : ; l do t jp+i � gcd(hi;s j)
for j = 1; : : : ; l do t jp � s j

t jp+1t jp+2 � � �t( j+1)p�1

for i = 1; : : : ; p�1 do ti � hi

tp+it2p+i � � �tl p+i

5. letr < (l +1)p be maximal withtr 6= 0
return (t1; : : : ;tr)

We note thatsi = ∏ jp�i<( j+1)p gi for 1� j � l at the end of step 3. Thusgi

dividesh j if and only if j = i rem p, and it dividess j if and only if j = bi=p. This
implies the correctness.

The cost for computingz in step 3 isO(M(n) logn) field operations, and com-
puting z1=p takesO((n=p) log(q=p)) operations. To compute all gcd’s in step 4
efficiently, we proceed as follows. We first computes = s1 � � �sl , of degree at mostbn=p, takingO(M(bn=p) logn) operations. Then we reduce eachhi modulos,
takingO(M(deghi)) field operations, in totalO(M(n)) since∑1�i<p deghi � n and
M is superlinear. Then for eachi, computing gcd(hi;s j) = gcd(hi rems;s j) for
1� j� l takesO(M(bn=p) logn) operations, by Exercise 11.4, andO(M(n) logn)
in total for all i. The cost for the divisions in step 4 isO(M(degs j)) per s j and
O(M(deghi)) per hi, in total O(M(n)). Thus together with the proof of Theo-
rem 14.23, we find that the cost for all steps except the recursive call in step 3 is
O(M(n) logn+n log(q=p)), and the running time estimate follows from degz1=p �
n=p, as in the solution to Exercise 14.27.

14.32 (i) If f = f e1
1 � � � f er

r , with all fi 2 Fq [x℄ irreducible, monic, and distinct,
and positivee1; : : : ;er, thenh = ∏ei odd fi yields the desired decomposition. Let
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Pn;Sn � Fq [x℄ be the set of all monic and monic squarefree polynomials, respec-
tively, of degreen. We have just shown thatPn is the disjoint union of the sets
P(2)

k �Sn�2k for 0� 2k� n, whereP(2)
k is the set of all squares of polynomials inPk.

Thus
qn = #Pn = ∑

0�2k�n

#P(2)
k �#Sn�2k = ∑

0�2k�n

qksn�2k

holds forn� 0.

(ii) Every monic linear polynomial is squarefree, so thats1 = q, and 1 is the
only monic squarefree polynomial of degree zero, whences0 = 1. Now letn � 2.
Subtractingq times the formula from (i) forn�2 from the formula forn, we find

qn�qn�1 = ∑
0�2k�n

qksn�2k� ∑
0�2k�n�2

qk+1sn�2�2k= sn + ∑
2�2k�n

qksn�2k� ∑
2�2(k+1)�n

qk+1sn�2(k+1) = sn:
14.33 Letg 2 F[x℄ be a nonconstant irreducible factor off of degreen. Theng =(x�a1=p)n, sinceF(a1=p)[x℄ is a UFD. The coefficient ofxn�1 in g is�na1=p. This
is an element ofF , and if n < p, thenn is a unit inF anda1=p 2 F , contradicting
our assumption thata has nopth root inF . Thusn = p and f = g is irreducible.

14.34 The claim is wrong. If we letq = 3, f = x2+1, and�= x+1 mod f , then
we have�q = x3+1 mod f =�x+1 mod f , � = x3 mod f =�x mod f , �̌ =�x,
and�̌(�) =��=�x�1 mod f .

14.35 By Exercise 10.2, the cost for theith iteration of step 2 of Algorithm 14.26
is at most�

2
n

2i�1
+1+ 11

2
(i�1)�M(2i�1)+O

�� n
2i�1

+(i�1)�2i�1

�
(16)

operations inR, for 1� i� l, and the cost for step 3 can be bounded by the same
estimate withi = l+1. Usingl = log2 d and the superlinearity ofM and summing
(16) for 1� i� l +1, we find an overall estimate of no more than�

2
n
d
+11

�
M(d) log2 d +2M(d)+O(n logd)

operations inR. Thus we may choosec1 = 2 andc2 = 11. Using Exercise 10.9,
we can even achievec2 = 7.

14.39 In step 1 of Algorithm 14.31, we computexp rem f , takingO(M(n) log p)
operations inFq . Similarly, we computea(p�1)=2 rem f in step 6, at a cost of
O(M(n) log p). The matrixQ in step 2 is now akn� kn matrix overF p , and Gaus-
sian elimination in step 3 takesO((nk)!) operations inF p . In step 4, theci are
chosen fromF p , and each execution of that step takesO(rnk) operations inF p .
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The cost for all other steps it the same as in the original algorithm. Each arithme-
tic operation inFq takesO(M(k) logk) operations inF p . The cost for steps 1 and
3 of the “absolute” algorithm dominates the cost of the othersteps, and the overall
cost isO(M(n)M(k)(logk) log p+n!k!) or O�(nk log p+n!k!) arithmetic oper-
ations inF p . In contrast, the original algorithm takesO(M(n)kM(k)(logk) log p+
n!M(k) logk) or O�(nk2 log p+n!k) operations inF p . Thus for largen or largek,
the original algorithm is faster, while for largep, the “absolute” algorithm is prefer-
able.

14.40 (i) It is clear that gcd( f ;b� a) j f , for all a 2 F p , and sinceb� a and
b� a� are coprime for distincta;a� 2 F p , we find that the product on the right
hand side dividesf . Conversely, letg 2 Fq [x℄ be a monic irreducible factor off .
Thenb � a modg for somea 2 F p , andg j gcd( f ;b� a). Since all irreducible
factors of f are pairwise coprime, we see thatf divides the product. Now both
polynomials divide each other and are monic, so that they areequal.

(ii) We haver(a) = 0 if and only if gcd( f ;b�a) is nonconstant, which in turn is
equivalent to the existence of an irreducible factorg 2 Fq [x℄ of f such thatb � a
modg. If b 62 F p andr(a) = 0, then gcd( f ;b�a) is a nontrivial factor off .

(iii) Given a monic nonconstant squarefree polynomialf 2 Fq [x℄, we compute a
basisb1 mod f ; : : : ;br mod f of the absolute Berlekamp algebraB, as in Exercise
14.39. Then we find all roots inF p of gcd(resx( f ;bi � y);xp� x) 2 F p [y℄, for
1� i � r. Finally, we obtain the irreducible factorization off by successively
taking gcd’s withbi� a for all rootsa 2 F p of resx( f ;bi� y) and 1� i � r, as
in Exercise 14.38. All steps except the root finding can be done in deterministic
polynomial time.

14.42 In the 1999 edition, the text of the exercise contains several typos, and we
first give a corrected version of it.

This exercise discusses the easiest case of another factoring method based on
linear algebra, due to Niederreiter (see Notes 14.8). Letp 2 N be prime.

(i) Prove that for all rational functionsh 2 F p(x), the(p�1)st derivativeh(p�1)
is a pth power.

(ii) Show that for any nonzero polynomialf 2 F p [x℄, the rational functionh =
f 0= f 2 F p(x) is a solution of the differential equation

h(p�1)+hp = 0: (17)

Hint: Prove this first whenf is squarefree, using Exercise 9.27 over the splitting
field of f , and Wilson’s theorem (Exercise 14.1). For the general case, employ the
squarefree decomposition off and Exercise 9.27.

(iii) Prove that if h = g= f 2 F p(x) satisfies (17), with nonzero coprimef ;g 2F p [x℄ and f monic, then degg < degf and f is squarefree.
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(iv) Let f ;g be as in (iii) and�1; : : :�n 2 E the (distinct) roots off in a splitting
field E of f overF p . By partial fraction decomposition, there existd1; : : : ;dn 2 E
such that

g
f
= ∑

1�i�n

di

x��i
:

Show thaty = di=(x��i) solves (17) for 1� i � n. (Hint: Uniqueness of partial
fraction decomposition). Prove thatdi = dk 2 F p if �i and�k are roots of the same
irreducible factor off , and conclude that

g
f
= ∑

1� j�r

c j
f 0j
f j

for somec1; : : : ;cr 2 F p , where f1; : : : ; fr are the distinct monic irreducible factors
of f .
(v) Let f 2 F p [x℄ be monic of degreen andN = fg 2 F p [x℄:degg < n andh = g

f
solves (17)g:

Prove thatf 01 f= f1; : : : ; f 0r f= fr is a basis ofN as a vector space overF p if f =
f e1
1 � � � f er

r is the factorization off into irreducible polynomials.
(vi) Now let f be squarefree andB � F p [x℄=h f i the Berlekamp algebra off .

Prove that the map':N �! B with '(g) = g � ( f 0)�1 mod f is a vector space
isomorphism. Hint: Consider'(g) mod f j for all j.
(vii) Assume thatp > 2. Let f as in (vi), g = ∑1� j�r c j f 0j f= f j 2 N with all

ci 2 F p , andS� F�p the set of squares. Show that

gcd(g(p�1)=2� ( f 0)(p�1)=2; f ) = ∏
c j2S

f j;
and conclude that this gcd is nontrivial with probability atleast 1=2 if c1; : : : ;cr are
chosen uniformly at random inF p and gcd( f ;g) = 1.

Solution:
(i) We first prove the claim for polynomials. It is clear that(h(p�1))0 = h(p) = 0

for all h 2 F p [x℄, and sinceF p is perfect,h is thepth power of a polynomial. Now
let h = g= f for two nonzero polynomialsf ;g2 F p [x℄. Then the Leibniz rule shows
that

0= g(p) = (h f )(p) = ∑
0�i�p

� p
i

�
h(i) f (p�i) = h(p) f +h f (p) = h(p) f ;

and henceh(p) = 0. Furthermore, we see by induction oni that h(i�1) f i is a
polynomial for i � 1. Now (h(p�1) f p)0 = h(p) f p + h(p�1) � p f 0 f p�1 = 0, so that
h(p�1) f p = up for some polynomialu 2 F p [x℄, andh(p�1) = (u= f )p is a pth power.
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(ii) We start with f = x��, where� is in an extension field ofF p . Then�
1

x���(p�1) = (�1)p�1(p�1)!(x��)p
=�� 1

x���p ;
by Wilson’s theorem (Exercise 14.1). Iff is a monic squarefree polynomial, with
f = ∏1�i�n(x��i) for distinct�1; : : : ;�n in the splitting field off , then

f 0
f
= ∑

1�i�n

1
x��i

;
by Exercise 9.27 (iv), and the claim follows by linearity from what we have shown
above. If f is an arbitrary monic polynomial, with squarefree decomposition f =
∏1�i�n f i

i , then Exercise 9.27 (iii) shows that

f 0
f
= ∑

1�i�n

i
f 0i
fi
;

and again the claim follows by linearity from the squarefreecase.
(iii) Let deg(u=w) = degu� degw for all polynomialsu;w. Then pdegh =

deghp =degh(p�1)� degh� p+1, which implies that degh��1 or degg<degf .
Similarly, if t 2 F p [x℄ is irreducible andvt is thet-adic valuation onF p(x), so that
vt(u) = maxfi 2 N [f∞g: t i j ug for a polynomialu 2 F p [x℄ andvt(u=w) = vt(u)�
vt(w) for nonzero polynomialsu;w 2 F p [x℄, then pvt(h) = vt(hp) = vt(h(p�1)) �
vt(h)� p+1, so thatvt(h)��1. In particular, ift j f , thent - g since f andg are
coprime, and�1� vt(h) = vt(g)� vt( f ) =�vt( f )��1 implies thatt2 - f .
(iv) Since raising to thepth power is an endomorphism ofF p(x), the partial

fraction decomposition of�hp is��g
f

�p = ∑
1�i�n

�dp
i(x��i)p

:
On the other hand, we have�g

f

�(p�1) = ∑
1�i�n

di

x��i

!(p�1) = ∑
1�i�n

di(p�1)!(x��i)p
= ∑

1�i�n

�di(x��i)p
;

by Wilson’s theorem. Thusdp
i = di for all i, by the uniqueness of partial fraction

decomposition, and hencedi 2 F p . If �i and�k are conjugate (so that they are
roots of the same irreducible factor off in F p [x℄), thendi anddk are conjugate as
well, anddi;dk 2 F p implies thatdi = dk. Let f j be such an irreducible factor, and
di = c j for all i with f j(�i) = 0. Then Exercise 9.27 (iv) implies that

∑
f j(�i)=0

di

x��i
= c j ∑

f j(�i)=0

1
x��i

= c j
f 0j
f j
;
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and hence
g
f
= ∑

1�i�n

di

x��i
= ∑

1� j�r

c j
f 0j
f j
:

(v) By (ii), each f 0j f= f j belongs toN . By (iii), if g is in N , then f= f1 � � � fr

dividesg, so thatg= f = g�= f1 � � � fr for g� = g f1 � � � fr= f 2 F p [x℄, and (iv) implies
thatg= f is anF p-linear combination of thef 0j= f j, or equivalently,g is anF p-linear
combination of thef 0j f= f j. It remains to show that thef 0j f= f j are linearly inde-
pendent. If∑1� j�r c j f 0j f= f j = 0 in F p [x℄, then∑1� j�r c j f 0j= f j = 0 in F p(x). The
rational function on the left hand side has a unique partial fraction decomposition
with denominatorsf1; : : : ; fr (Lemma 5.29), but also the partial fraction decompo-
sition with all coefficients equal to zero; hencec j = 0 for all j.

(vi) Since f is squarefree,f 0 is invertible modulof , and' is well defined. It is
clear that' is F p-linear, and it remains to show that'(N ) = B. By the Leibniz
rule, we have

f 0 = ( f1 � � � fr)0 � f 0j f= f j mod f j:
Let g j = f 0j f= f j 2N for 1� j � r. Then

g j( f 0)�1� g j( f 0j f= f j)�1 � 1 mod f j;
or equivalently,'(g j) mod f j = 1, and'(g j) mod fk = 0 for k 6= j. Thus the
image under' of the basisf 01 f= f1; : : : ; f 0r f= fr of N is a basis ofB, and the claim
is proved.

(vii) Let '(g) = g� mod f and( f 0)�1� s mod f . Then

s(p�1)=2(g(p�1)=2� ( f 0)(p�1)=2)� (g�)(p�1)=2�1 mod f ;
and sinces is coprime tof , we have

gcd(g(p�1)=2� ( f 0)(p�1)=2; f ) = gcd((g�)(p�1)=2�1; f ):
The claims now follow from the discussion preceding Algorithm 14.31 and the
facts that' is an isomorphism of vector spaces andg is coprime tof if and only if
g� is.

14.45 In the statement (iii) of Lemma 14.47, we have to assumethatk is a prime
not dividingn.

(i) Lemma 14.46 shows thatxn�1= �1�n = (x�1)�n.

(ii) If ! 2 C is a primitiventh root of unity, then�! is a primitive 2nth root of
unity, by Exercise 8.16 (iii). Conversely, if! 2 C is a primitive 2nth root of unity,
then!n =�1, and�! is a primitiventh root of unity. Thus�n(x) and�2n(�x) are
monic, squarefree, and have the same roots, so that they are equal.
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(iii) We have'(kn) = '(k)'(n) = (k�1)'(n). If ! 2 C is a primitiveknth root
of unity, then Exercise 8.13 (iii) shows that!k is a primitive nth root of unity.
Moreover, if! is a primitiventh root of unity, then so is!k, as in Exercise 8.16
(iii). Thus all roots of�kn�n are roots of�n(xk), and since the former polynomial is
squarefree, it divides the latter. Now both polynomials aremonic of degreek'(n),
and hence they are equal.
(iv) Since every prime divisor ofk dividesn, we have'(kn) = k'(n). Similarly

as in (iii), we find that�kn divides�n(xk), and since both polynomials are monic
of degree'(nk), they are equal.

14.46 (i) The claim is clear if one ofm or n is not squarefree. Ifm= p1 � � � pr and
n = q1 � � �qs, with distinct primesp1; : : : ; pr;q1; : : : ;qs, then�(nm) = (�1)r+s =(�1)r(�1)s = �(m)�(n).
(ii) We write n = mpe for a primep not dividingm andm;e� 1. Then

∑
djn�(d) = ∑

djm ∑
0�i�e

�(dpi) = ∑
djm ∑

0�i�e

�(d)�(pi) = ∑
djm(�(d)�(1)+�(d)�(p))= ∑

djm(�(d)��(d)) = 0;
by (i).
(iii) We have

∑
djn�(d) f

�n
d

�= ∑
djn�(d) ∑

ej(n=d)g(e) = ∑
dejn�(d)g(e) = ∑

ejn g(e) ∑
dj(n=e)�(d) = g(n)

since the last inner sum vanishes unlesse = n, by (ii).
(iv) The corresponding formula is

g(n) = ∏
djn f (d)�(n=d) = ∏

djn f
�n

d

��(d)
for n 2 N >0;

and follows from (iii) by taking logarithms.
(v) This follows from∑ejn 1= d(n) by Möbius inversion.

14.47 (i) FromqS1 = S1 and the fact that for alli; j 2 S1, i � j modn implies
xi � x j modxn�1, it follows thatbq

1 � b1 modxn�1, andb1 modxn�1 belongs
to the Berlekamp algebraB. Similarly, b2 modxn�1; : : : ;br modxn�12 B. As-
sume that∑1�i�r�ibi � 0 modxn�1 for some�1; : : : ;�r 2 Fq . The sum on the left
hand side has degree less thann, whence�1 = � � �= �r = 0 and thebi modxn�1
are linearly independent for 1� i� r.

It remains to show thatb1 modxn�1; : : : ;br modxn�1 generateB. Let f =
∑0� j<n f jx j 2 Fq [x℄. A similar argument as above shows that for each equivalence
classSi, raising f to theqth power and reducing moduloxn�1 permutes the coef-
ficients f j with j 2 Si cyclically. Thusf modxn�1 is in the Berlekamp algebraB
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if and only if for 1� i� r, all coefficientsf j with j 2 Si are equal, or equivalently,
f is a linear combination ofb1; : : : ;br. In particular,B is anr-dimensional vector
space overFq .
(ii) We first determine all equivalence classesS1; : : : ;Sr. This takes at mostn

multiplications byq modulo n. Computingq remn takesO((logq) logn) word
operations with classical arithmetic, and the cost for all modular multiplications
is O(nM(logn)) word operations with fast arithmetic. Then we set upb1; : : : ;br,
repeatedly and independently perform essentially steps 4 through 7 of Berlekamp’s
algorithm 14.31 and refine the partial factorizations that we obtain, as described in
Exercise 14.38 (ii), until we have found a factorization into r factors. The cost is
O(n) arithmetic operations inFq for step 4 (no additions have to be performed),
O(M(n) logn) for the modified steps 5 and 7, by Exercise 11.4, andO(M(n) logq)
for step 6. A similar analysis as in the proof of Theorem 14.11shows that the
expected number of iterations isO(logr), and hence the expected cost for the
second part isO(M(n) log(qn) logr) arithmetic operations inFq .

Chapter 15

15.3 f is either irreducible, or it splits into one irreducible factor of degree 5 and
one of degree 3, or into a linear factor and an irreducible factor of degree 7.

15.4 We havef = x4�2x2+9, f � (x+1)4 mod 2, f � x2(x2+1) mod 3, and
f � (x2� x+2)(x2+ x+2) mod 5. None of the divisors�1;�3;�9 of f (0) is a
root of f , so that f has no linear factor, and comparing coefficients in the ansatz(x2+ax+b)(x2+ cx+d) = f proves thatf has no quadratic factor.

15.7 If p = p1, then�n � �p
p2

mod p, and similarly forp = p2. Now we assume
that p is a prime different fromp1 andp2. Then Lemma 14.50 shows that�n splits
into '(n)=d irreducible factors of degreed = ordn(p). The Chinese Remainder
Theorem implies thatd = lcm(ordp1(p);ordp2(p)) j lcm(p1� 1; p2� 1). Since
p1�1 andp2�1 are both even, we haved < '(n) = (p1�1)(p2�1) = deg�n

and'(n)=d � 2. If p1�1 even dividesp2�1, thend j p2�1 and'(n)=d � p1�1.

15.8 If p divides the discriminant of the polynomial, then it may happen that the
polynomial has some linear and some quadratic irreducible factors modulop, as
for f5 below. So we assume thatp does not divide the discriminant.

Let i 2 N be positive,p1; : : : ; pi 2 N be the firsti primes, and
p

p j 2 R the
positive square root ofp j, for all j. For e = (e1; : : : ;ei) 2 f0;1gi, we write se =(�1)e1

p
p1+ � � �+(�1)ei

p
pi for short, so that

f = ∏
e2f0;1gi

(x� se)
is the ith Swinnerton-Dyer polynomial. Moreover, we letp 2 N be a prime not
dividing the discriminant res( f ; f 0) of f , so thatf mod p is squarefree. The field
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F p2 contains the square roots of allp j, so thatf splits into linear factors overF p2 ,
and all irreducible factors off mod p in F p [x℄ are at most quadratic; this is also
true whenp divides the discriminant. We may assume that thep j are ordered in
such a way thatp1; : : : ; pt are squares andpt+1; : : : ; pi are nonsquares modulop,
for somet 2 f0; : : : ; ig. For 1� j � i, we letr j 2 F p2 be a fixed square root ofp j

modulop. Thenr j 2 F p if and only if j � t.
We letR = Z[pp1; : : : ;ppi℄, and consider the ring homomorphism':R�! F p2

which maps an integerz to z mod p and
p

pi to ri for all i. Such a homomorphism
exists by induction oni: for i = 0 this is just the canonical residue class mapZ �! F p . So let us assume thati � 1 and we already have shown that forS =Z[pp1; : : : ;ppi�1℄, there exists a ring homomorphism :S �! F p2 with  (z) = z
mod p for all z 2 Z and (pp j) = r j for 1 � j < i. We can extend to the
polynomial ringS[y℄ by mappingy to ri, and denote the extension also by . Thenhy2� pii � ker , and this implies that the map':R = S[ppi℄�= S[y℄=hy2� pii �!F p2 with '(a+b

p
pi) =  (a)+ (b)ri is a well-defined ring homomorphism.

This homomorphism' can be extended to a ring homomorphismR[x℄�! F p2 [x℄
in a canonical way, by applying' to each coefficient, and we denote the latter
homomorphism by' as well. Then'(se) = ∑

1� j�i

(�1)e j r j for all e 2 f0;1gi;
and '( f ) = ∏

e2f0;1gi

(x�'(se)):
If all r j are inF p , then f splits into these linear factors modulop.

Since'( f ) = f mod p is squarefree, we have'(se) 6= '(se�) for all distinct
e;e� 2 f0;1gn, and in particularp 62 fp1; : : : ; pig.

Assume thatf does not split into linear factors modulop. Then t < i. Let
g2 F p [x℄ be an irreducible factor off mod p, ande2 f0;1gi be such thatx�'(se)
dividesg in F p2 . Then'(se)p = ∑

1� j�t

(�1)e j rp
j + ∑

t< j�i

(�1)e j rp
j = ∑

1� j�t

(�1)e j r j� ∑
t< j�i

(�1)e j r j = '(se�)
holds in F p2 , wheree� = (e1; : : : ;et ;1� et+1; : : : ;1� ei). The Frobenius auto-
morphism� 7�! �p of F p2 over F p permutes the roots ofg 2 F p [x℄, and hence'(se�) = '(se)p is also a root ofg in F p2 . Sincee 6= e� and'( f ) is squarefree, we
conclude that'(se) and'(s�e) are distinct elements ofF p2 , and degg = 2.

In fact, the discriminant off may be divisible by primes other thanp1; : : : ; pi.
For example, letf5 be the polynomial corresponding toi = 5. Then 13j res( f5; f 05),
so that f5 mod 13 is not squarefree, but 1362 fp1; : : : ; p5g. Moreover, f5 mod 13
has both linear and quadratic irreducible factors.
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15.11 a0 = 0, a1 = 65,a2 = 1625.

15.12 Letf =m f � for a polynomialf � 2R[x℄. Then (i) implies thatf � = q�g+r�
for someq�;r� 2 R[x℄ with degr� < degg. Now f = m f � = (mq�)g+mr� and
f = qg+ r are both divisions with remainder, and the uniqueness statement of (i)
implies thatq = mq� andr = mr�.
15.13 (i) By the uniqueness of Hensel lifting,f factors modulop100 into three
monic irreducible and pairwise coprime polynomials of degrees 1;2, and 5.
(ii) The possible factorization patterns off in Q [x℄ are (1;2;5), (3;5), (2;6),(1;7), and(8).
(iii) It follows that f is irreducible.

15.17 We have

s�g�+ t�h��1� (s� sb� ch�)g�+(t� tb� cg�)h��1= sg�+ th��1� (sg�+ th�)b��b2� 0 modm2;
sinceb� 0 modm, by assumption. Moreover, Lemma 15.9 implies thatc� d � 0
modm, and hences� � s modm andt� � t modm. Since degd < degh�, we have
degs� < degh�, ands�g�+ t�h� � 1 modm2 together with the fact thath� is monic
implies that degt� � degs�+degg��degh� < degg�.
15.18 (i) u � q2 mod p is a unit modulop, and by symmetry,u is also a unit
moduloq. Thus, by the Chinese Remainder Theorem, it is a unit modulopq.
(ii) (px+q)(qx+ p) = pqx2+(p2+q2)x+ pq� ux mod pq:
(iii) Let g;h 2 Z[x℄ with px+ q � gh mod pq. Thenq � gh mod p implies that

both g andh are units modulop, and px � gh modq shows that exactly one of
g and h is a unit moduloq, where we use unique factorization of polynomials
modulo p and moduloq. Thus, by the Chinese Remainder Theorem, exactly one
of g andh is a unit modulopq, andpx+q is irreducible modulopq.

15.21 (i) We have'i = ∑ j+k=i g jhk� fi, and this implies that∂'i=∂g j = hi� j

and∂'i=∂h j = gi� j, for all j, where we letg j andh j be zero if the indexj is “out
of range”.
(ii) The fact that lc( f ) is a unit modulop implies that the leading coefficients of

g;h are units modulop. Thus the Sylvester matrix ofg mod p andh mod p equals
the Sylvester matrix ofg andh, taken modulop. Then Exercise 6.15 (ii), which is
valid more generally for polynomials with invertible leading coefficients, proves
thats;t 2 R[x℄ with degs < degh, degt < degg, ands f + tg� 1 modp exist if and
only if res(g;h) = detJ is a unit modulop, or equivalently,J is invertible modulop.
Finally, if we have arbitrarys�;t� with s�g+ t�h� 1 modp, then we perform one
division with remainders� � qh+ s mod p, with degs < degh, sett = t�+qg, and
thens;t satisfys f + tg� 1 mod p plus the above degree conditions.

(In the 1999 edition,p was calledm.)
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15.24 Since gcd( f ;∂ f=∂x) = 1 in F(y)[x℄, the resultantr = resx( f ;∂ f=∂x) 2
F [y℄ is a nonzero polynomial of degree less than 2nd, by Corollary 6.17 and
Theorem 6.22. Sinceb j r, by Exercise 6.41, the condition in step 2 is satisfied
if and only if r(u) 6= 0. Now r has less than 2nd roots, and the success probability
for step 2 is at least 1=2.

We first show that the condition in step 9 is satisfied if and only if g�h� = b f �.
The “if” part is clear, and we assume conversely that degy(g�h�) = degy(b f �).
By construction, we haveg�h� � b f � mod(y� u)l . Now both sides have degree
degy b+degy f � < l, and hence they are equal.

For a polynomialv2F [x;y℄, we denote by�(v) the number of irreducible factors
in F [x℄ of v(x;u), and show the invariants

f � � b∏i2T gi mod(y�u)l ; b = lcx( f �); f = f �∏g2G g;
each polynomial inG is irreducible,
f � is primitive with respect tox and each of its irreducible factors
v 2 F [x;y℄ has�(v)� s

(6)

of the loop 6 by induction. This is clear initially, and we assume that the conditions
hold before step 8, and that the condition in step 9 is true forsome subsetS � T
of cardinalitys. As in the proof of Theorem 15.3, we then find that the invariants
hold again at the next pass through step 6. Now we assume that the condition in
step 9 is false for all subsetsS, but thatf � has an irreducible factorg 2 F [x;y℄ with�(g) = s. Let h = f �=g. SinceF [x℄ is a UFD, there is a subsetS � T with #S = s,
g � lcx(g)∏i2S hi mody� u, andh � lcx(h)∏i2TnS hi mody�u. As in the proof
of Theorem 15.20, the uniqueness of Hensel lifting implies thatg � lcx(g)∏i2S gi

mod(y�u)l, h� lcx(h)∏i2TnS gi mod(y�u)l, andg� � lcx(h)g mod(y�u)l and
h�� lcx(g)h mod(y�u)l in step 8, so that the condition in step 9 is satisfied for the
particular subsetS. This contradiction proves that�( f �)� s+1, and the invariants
hold again after step 10. Finally, as in the proof of Theorem 15.3, f � is irreducible
if 2s > #T in step 6, which together with (6) proves that the algorithm returns the
correct result.

The cost for evaluatingf at y = u in step 2 isO(nd) arithmetic operations inF ,
and the gcd takesO(M(n) logn) field operations. By the above, the expected cost
for step 2 isO(nd +M(n) logn) field operations. The estimate for step 3 in the
finite field case is from Corollary 14.30, and Theorem 15.18 gives the cost for
step 4. The cost for computingg� andh� in step 8 isO(M(n) logn) additions and
multiplications on polynomials inF [y℄ of degree at mostd, orO(M(n) logn �M(d))
field operations, by Corollary 10.8, and computing the primitive parts in step 9
takesO(nM(d) logd) field operations. The number of iterations is determined as
in the proof of Theorem 15.3.

15.25 (i) Sinceg is primitive with respect to bothx andy, Theorem 14.20 im-
plies thatu = v is the squarefree part ofg. ThusV [W contains all irreducible
factors ofg after step 4, and the algorithm returns the correct result instep 7.
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(ii) If h is a pth power, then clearly∂h=∂x = ∂h=∂y = 0. Conversely, if both
partial derivatives vanish, thenh is a polynomial inxp andyp, and the claim follows
sinceFq is a perfect field.

(iii) We write hx = ∂h=∂x for short, and assume that gcd(h;hx) is constant inFq [x;y℄. In particular, this implies thath is primitive with respect tox. Exercise
14.22 (ii) shows that an irreducible factorw 2 Fq [x;y℄ of h with multiplicity e
divideshx if and only if e > 1 or wx = 0. Since gcd(h;hx) is constant, we have
e = 1 (andwx 6= 0).

If h is squarefree, then gcd(h;hx) is the product of all irreducible divisorsw 2
F [x;y℄ of h with wx = 0. In characteristic zero, no such divisors exist, and the re-
verse statement is true. However, in positive characteristic it may fail to hold.
For example, the polynomialh = (y� xp)(x� yp) 2 Fq [x;y℄ is squarefree, but
gcd(h;hx) = y� xp and gcd(h;hy) = x� yp.

(iv) Since g is primitive with respect tox, Exercise 14.22 (ii) shows thatu is
squarefree and every irreducible factorh 2 Fq [x;y℄ of g hashx 6= 0. Again by the
same Exercise, we find that gcd(u;ux) = 1. The other claims follow fromw j u and
analogous arguments.

(v) Sinceh is irreducible, (ii) implies that one ofhx andhy is nonzero. Ifp - e,
then Exercise 14.22 (ii) shows thath j u or h j v, and henceh j vw. Thenh 2V [W ,
andhe is removed fromg in step 5. On the other hand, ifp j e, thenh divides
neitheru nor v, andhe dividesg after step 5.

(vi) By (v), g is a pth power in step 6.

15.26 In the 1999 edition, the definition in part (ii) of this exercise must be
changed so that onlyhk is required to be nonconstant, some ofh1; : : : ;hk�1 may
well be constant.

(i) Let K be the field of fractions orR andg�1; : : : ;g�m 2K[x℄ be the polynomials in
the monic squarefree decomposition off= lc( f ) in K[x℄, and letg1; : : : ;gm 2 R[x℄
be primitive scalar multiples ofg�1; : : : ;g�m. Then thegi are squarefree and pairwise
coprime inK[x℄, since theg�i are. Nowf = lc( f )∏1�i�m(g�i )i, together with Gauß’
lemma, implies thatg = ∏1�i�m gi

i 2 Z[x℄ is a primitive polynomial andf = cg for
a unitc 2 R�. Multiplying gm by c if necessary, we may assume thatc = 1. This
proves the existence ofg1; : : : ;gm. The uniqueness up to multiplication by units in
R� follows from the uniqueness of the monic squarefree decomposition in K[x℄.

(In the 1999 edition, we haveR = Z andK = Q , and f and thegi have positive
leading coefficients, so thatc = 1.)

(ii) The goal of this part is to show that the modular image of the primitive
squarefree decomposition off is equal to the squarefree decomposition of the
modular image off , for all primes except those dividing res(g;g0).

Each irreducible factor off in Z[x℄ divides the squarefree partg = g1 � � �gm

of f in Z[x℄, and hence each irreducible factor off mod p dividesg mod p. In
particular, the squarefree part(h1 � � �hk) mod p 2 F p [x℄ dividesg mod p. Let 1�
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i� m, let g� 2 Z[x℄ be an irreducible factor ofgi, andh 2 Z[x℄ be monic such that
h mod p is an irreducible factor ofg� mod p. Thenhi divides f modulop, so that
the multiplicity of h mod p in f mod p is at leasti, and henceh divideshi � � �hk

modulo p and does not divideh1 � � �hi�1 modulo p. In particular, takingi = m
implies thatk � m.

Now we assume thatp does not divide res(g;g0). Sincep does not divide lc( f ),
it does not divide lc(g) either, and the discriminant ofg mod p is equal to res(g;g0)
mod p 6= 0. Thusg mod p is a squarefree divisor off mod p which is divisible by
the squarefree part off mod p, by the above, and hence

g1 � � �gm = g� lc(g)h1 � � �hk mod p: (7)

Sinceg mod p is squarefree, thegi mod p are squarefree and pairwise coprime.
We have seen above that any irreducible factor of(g2 � � �gm) mod p is coprime to
h1 mod p and divides(h2 � � �hk) mod p. Thusg2 � � �gm is coprime toh1 modulo p
and dividesh2 � � �hk modulop, and henceh1 dividesg1 modulop. Assume thatg1

mod p andh2 � � �hk mod p have a monic irreducible common divisorh mod p, for
someh 2 Z[x℄. Thenh mod p dividesg1 mod p exactly once andf mod p at least
twice, so that it divides( f=g1) mod p. Sinceh mod p is irreducible, it dividesgi

mod p for somei � 2. But the latter polynomial is coprime tog1 mod p, and this
contradiction proves thatg1 andh2 � � �hk are coprime modulop andg1 � lc(g1)h1

mod p. Dividing both sides in 7 byg1 and proceeding inductively, we find that
gi � lc(gi)hi mod p for 1� i� m, and this also implies thatk = m.

We note thatk =m does not imply thatg mod p is squarefree: a counterexample
is given by f = x4+ x2 = (x2+1) � x2� (x2+ x)2 mod 2.

(iv) Here is the algorithm.
ALGORITHM 15.25 Small primes modular squarefree decomposition.

Input: A nonconstant primitive polynomialf 2 Z[x℄ of degreen and max-normjj f jj∞ = A and with lc( f )> 0.
Output: The primitive squarefree decomposition off in Z[x℄.

1. b � lc( f ), B � (n+1)1=22nAb
k � d2log2(nnB2n�1)e, l � dlog2(2B)e

2. repeat

3. choose a setS0 of 2l odd primes, each less than 2k lnk

4. S1 � fp 2 S0: p - bg
for eachp 2 S1 call Yun’s algorithm inF p [x℄ (Exercise 14.30) to com-
pute the monic squarefree decompositionf � b∏1�i�mp

hi
p;i mod p,

with all hp;i 2 Z[x℄ monic and with coefficients inf0; : : : ; p�1g
5. e �maxfdeg(hp;1 � � �hp;mp): p 2 S1g, s �minfmp: p 2 S1g

S2 � fp 2 S1:deg(hp;1 � � �hp;mp) = eg
if #S2 � l then remove #S2� l elements fromS2 else goto 3
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6. for i = 1; : : : ;s call the Chinese Remainder Algorithm 5.4 to compute
g�i 2 Z[x℄ with max-norm less than(∏p2S2

p)=2 andg�i � bhp;i mod p
for all p 2 S2

7. until ∏
1�i�s

lc(pp(g�i ))i = b and ∏
1�i�s

jjpp(g�i )jji1� B

8. return pp(g�1); : : : ;pp(g�s )
The proof of correctness and timing estimates are in Gerhard(2001a).
In practice, the same remarks as for the modular gcd algorithm 6.38 apply. In-

stead of choosing 2l primes, one would work adaptively by starting with onlyl or
even fewer, check whether the constant coefficients off and∏1�i�s pp(g�i )i agree
in step 7, and if not, add some more primes dynamically. If theconstant coeffi-
cients agree, then one would check whether in factf =∏1�i�m pp(g�i )i holds. Con-
cerning the size of the primes, it is advantageous to choose single precision primes
fitting precisely into one machine word, maybe even deterministically from a pre-
computed list, instead of the firstk primes. For example, if the word size of our
processor is 64, thenl = dlog2(2B)=63e primes between 263 and 264 are sufficient
to reconstruct the gcd.

15.27 Here is the algorithm.

ALGORITHM 15.26 Prime power modular squarefree decomposition.
Input: A nonconstant primitive polynomialf 2 Z[x℄ of degreen and max-normjj f jj∞ = A and with lc( f )> 0.
Output: The primitive squarefree decomposition off in Z[x℄, as defined in Exercise

15.26.

1. call the modular gcd algorithm 6.38 to compute

u � gcd( f ; f 0), v1 � f
u

, w1 � f 0
u

2. b � lc(v1), B � (n+1)1=22nAb
k � d2log2(nnB2n�1)e

3. choose an odd primep with n < p � 2k lnk such thatp - b andv1 mod p is
squarefree
l � dlogp(2B)e

4. i � 1
repeat

compute the polynomialshi;vi+1;wi+1 2 Z[x℄ with coefficients in the
setf0; : : : ; p�1g such thathi mod p = gcd(vi mod p;wi�v0i mod p),
hi is monic,vi � hivi+1 mod p, andwi� v0i � hiwi+1 mod p
i � i+1

until degvi = 0
s � i�1
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5. call the multifactor Hensel lifting algorithm 15.17 to compute afactorization
v1 � b∏1�i�s h�i , with all h�i 2 Z[x℄ monic of max-norm less thanpl=2 such
thath�i � hi mod p

6. for i = 1; : : : ;s computeg�i 2 Z[x℄ of max-norm less thanpl=2 such that
g�i � bh�i mod pl

7. return pp(g�1); : : : ;pp(g�s )
This variant of Algorithm 14.21 appears essentially in Yun(1976). Let f =

∏1�i�m gi
i be the primitive squarefree decomposition off in Z[x℄, with primitive

squarefree and pairwise coprimegi 2 Z[x℄ with positive leading coefficients. Then
v1 = g1 � � �gm. Now assume thatp satisfies the conditions in step 3, or equivalently,
that it does not divide res(v1;v01). By Exercises 14.30 and 15.26 (ii), we haves = m
and (b= lc(gi))gi � bhi mod p for 1 � i � m and v1 � b∏1�i�m hi mod p. The
uniqueness of Hensel lifting (Theorem 15.14) implies that(b= lc(gi))gi � bh�i � g�i
mod pl . Now both sides have max-norms less thanpl=2, by Mignotte’s bound
6.33 and the choice ofl, and hence they are equal. Since bothgi and pp(g�i ) are
primitive and have positive leading coefficients, we find that gi = pp(g�i ). This
shows that the algorithm works correctly.

Step 1 takesO�(n2 + n logA) word operations, by Corollary 11.11. We havejjv1jj∞; jjw1jj∞ � nB, by Mignotte’s bound 6.33. The cost for one execution of step3
is O(n logB � logk) word operations for reducing all coefficients ofv1 andw1 mod-
ulo p andO(M(n) logn �M(logk)+nM(logk) loglogk) word operations for com-
puting gcd(v1 mod p;v01 mod p) to check whetherv1 mod p is squarefree. Nowp
dividesb if and only if it divides lc(v1), and the latter in turn divides res(v1;v01), by
Exercise 6.41. Thusp - b and gcd(v1 mod p;v01 mod p) = 1 for a primep if and
only if p - res(v1;v01). Sincejjv1jj2 � B andjjv01jj2� nB, Theorem 6.23 implies thatj res(v1;v01)j � nnB2n�1 � 2k=2. Sinceg is squarefree, its discriminant is nonzero
and has at mostk=2 prime divisors, and if we choosep uniformly at random from
among the firstk primes exceedingn, then the expected number of iterations of
step 3 is at most 2. (We may even allow primes smaller thann if we modify step
4 according to Exercise 14.30). We ignore the cost for prime finding. Step 4 takes
O(M(n) logn �M(logk) loglogk) word operations, by Exercise 14.30. The cost for
step 5 is

O
�(M(n)M(l logk)+M(n) logn �M(logk)+nM(logk) loglogk) logn

�
word operations, by Theorem 15.18. Steps 6 and 7 takeO(nM(l logk) log(l logk))
word operations. Usingk 2 O(n2+ n logA), logk 2 O(log(n logA)), andl logk 2
O(n+ logA), the overall cost for steps 2 through 7 is

O((M(n) logn+n log(n logA))M(n+ logA))
or O�(n2+n logA) word operations.
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15.29 Letsi j;ti j 2 R[x℄ be such thatsi j fi+ ti j f j = 1 for 1� i < j� r. Multiplying
the congruences for 1� i � k and k < j � r, we obtains�;t� 2 R[x℄ such that
s�g+ t�h = 1. Then we can takes = s�b�1 remh andt = t�+(s�b�1 quoh)g.

Chapter 16

16.2 (i) LetFk;F�
k 2 R k�n consist of the firstk rows ofF andF�, respectively,

andMk be the principalk�k submatrix ofM. Then (2) implies thatFk = MkF�
k , we

have detMk = 1, so thatMk is invertible, and this proves that the subspaceUk � R n

spanned by the rows ofFk is equal to the subspace spanned by the rows ofF�
k .

(ii) By (iii), f �k is orthogonal tof �1 ; : : : ; f �k�1, and since these spanUk�1, by (i),
we conclude thatf �k 2U?

k�1. Now the claim follows fromf � f �k 2Uk�1.
(iii) We prove by induction onk that f �1 ; : : : ; f �k are pairwise orthogonal. The case

k = 1 is trivial, and we assume thatk � 2. For 1� l < k, we have

f �k ? f �l = fk ? f �l � ∑
1� j<k

�k j( f �j ? f �l ) = fk ? f �l � fk ? f �l
f �l ? f �l f �l ? f �l = 0;

since f �j ? f �l = 0 for j 6= l, by the induction hypothesis.
(iv) is immediate from (2).

16.3 (ii) f0(x) = 1, f1(x) = x, f2(x) = x2�1=4, f3(x) = x3� x=2.

16.9 LetU = R h1 + � � �+ R hi�2 = R g1 + � � �+ R gi�2. In the proof of Lemma
16.13 (iii), we have seen thath�i is the component ofg�i�1 orthogonal toU +R gi =
U +R h�i�1. Now g�i�1 is already orthogonal toU , and hence

h�i = g�i�1� g�i�1?h�i�1

h�i�1?h�i�1
h�i�1:

The claim now follows by plugging inh�i�1 = g�i +�i;i�1g�i�1, which was shown in
the proof of Lemma 16.13 (ii).

16.10 (i) We have

0� jjyjj2x+ jjxjj2y
2

2
= (jjyjj2x+ jjxjj2y)? (jjyjj2x+ jjxjj2y)= jjyjj22(x? x)+2jjxjj2jjyjj2(x? y)+ jjxjj22(y? y)= 2jjxjj2jjyjj2(jjxjj2jjyjj2+ x? y):

The claim is trivial if one ofx andy is zero, and we may assume thatjjxjj2jjyjj2 > 0.
Then�x? y� jjxjj2jjyjj2. Replacingx by�x, we find that also

x? y =�(�x? y)� jj� xjj2jjyjj2 = jjxjj2jjyjj2;
and the claim follows.
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(ii) We calculatejjx+ yjj22 = (x+ y)? (x+ y) = jjxjj22+2(x? y)+ jjyjj22� jjxjj22+2jjxjj2jjyjj2+ jjyjj22 = (jjxjj2+ jjyjj2)2:
In fact, it is also easy to deduce the Cauchy-Schwarz inequality from the triangle
inequality.

16.12 In the 1999 edition, the text of the exercise contains several errors, and we
first give a corrected version of it.

This exercises discusses basis reduction for polynomials.Let F be a field,
R = F [y℄, and n 2 N >0. The max-norm of a vector f = ( f1; : : : ; fn) 2 Rn isjj f jj = jj f jj∞ = maxfdegfi:1� i � ng. For vectorsf1; : : : ; fm 2 R which are lin-
early independent overF(y), the field of fractions ofR, theR-module spanned by
f1; : : : ; fm is M = ∑1�i�m R fi, and( f1; : : : ; fm) is abasis of M.

(i) Let f1; : : : ; fm 2 Rn be linearly independent (overF(y)), with fi = ( fi1; : : : ; fin)
for 1� i� m. We say that the sequence( f1; : : : ; fm) is reduced ifÆ jj f1jj � jj f2jj � � � � � jj fmjj, andÆ degfi j � degfii for 1� j � n, with strict inequality if j < i, for 1� i� m.

In particular, we havejj fijj = degfii for 1� i � m. Prove thatf1 is a shortest
vector in theR-moduleM = ∑1�i�m R fi, so thatjj f1jj � jj f jj for all nonzerof 2M.

(ii) Consider the following algorithm, from von zur Gathen(1984a).

ALGORITHM 16.27 Basis reduction for polynomials.
Input: Linearly independent row vectorsf1; : : : ; fm 2 Rn, whereR = F [y℄ for a field

F , with jj fijj< d for 1� i� m.
Output: Row vectorsg1; : : : ;gm 2 Rn and a permutation matrixA 2 Rn�n such

that (g1; : : : ;gm) is a reduced sequence and(g1A; : : : ;gmA) is a basis ofM =
∑1�i�m R fi.

1. let g1; : : : ;gm be such thatfg1; : : : ;gmg = f f1; : : : ; fmg andjjgijj � jjgi+1jj for
1� i < m
A � id, k � 1

2. while k � m do

3. f (g1; : : : ;gk�1) is reduced andjjgijj � jjgi+1jj for 1� i < m g
u � jjgkjj

4. for i = 1; : : : ;k�1 do

5. q � gki quogii, gk � gk�qgi

6. if jjgkjj< u then
r �minfi: i = k or (1� i < k andjjgijj> jjgkjj)g
replacegr; : : : ;gk�1;gk by gk;gr; : : : ;gk�1

k � r, goto 2
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7. l �minfk � j � n:deggkl = ug
let B 2 Rn�n be the permutation matrix for the exchange of columnsk
andl
for i = 1; : : : ;m do gi � giB
A � BA, k � k+1

8. return g1; : : : ;gm andA

Show thatM = ∑1�i�m R �giA holds throughout the algorithm, and conclude that
thegi are always nonzero vectors.

(iii) Assume that the invariants in curly braces are true in step 3. Convince your-
self thatjjgk�1jj � u holds during steps 4 and 5 ifk � 2. Show thatgii 6= 0 holds in
step 5 ifk � 2, so that the division with remainder can be executed, and prove the
invariantsjjgkjj � u and deggk j < u for 1� j < i of the loop 4.

(iv) Show that(g1; : : : ;gk�1) is reduced andjjgijj � jjgi+1jj for 1� i < m holds
each time the algorithm passes through step 3. Conclude thatit works correctly if
it halts in step 8.

(v) Show thatjjgijj < d for 1� i � m holds throughout the algorithm. Prove
that the cost for one execution of steps 3 through 7 isO(nm) arithmetic operations
(additions, multiplications, and divisions with remainder) in R or O(nmM(d)) op-
erations inF .

(vi) Show that the functions(g1; : : : ;gm) = ∑1�i�m jjgijj never increases in the
algorithm and strictly decreases if the condition in step 6 is true. Conclude that
the number of times when the latter happens is at mostmd and that the number of
iterations of the loop 2 is at most(m�1)(md +1).
(vii) Putting everything together, show that the running time of the algorithm is

O(nm3d M(d)) or O�(nm3d2) arithmetic operations inF .

(viii) Trace the algorithm on theF97[y℄-module generated by�
5y3+44y2+37y+91; 8y3+86y2+91y+89; 16y3+65y2+20y+76

� ;�
8y3+70y+37; 16y3+7y2+54y+38; 32y3+23y2+80y+77

� ;�
16y2+84y+63; 32y2+15y+19; 64y2+48y+51

� 2 F97[y℄3:
Solution:

(i) Let f = ∑1�i�m ri fi be a nonzero vector inM, with all ri 2 F [y℄, let e =
maxfjjri fijj:1� i�mg, and letl be the least index such thatjjrl fljj= deg(rl fll) = e.
This implies in particular thatrl 6= 0. Then for 1� i < l, we have

deg(ri fil)� deg(ri fii) = jjri fijj< jjrl fljj= e;
and forl < i� m, we find

deg(ri fil)< deg(ririi) = jjri fijj � jjrl fljj= e:
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Thus thelth entry of f , which equals∑1�i�m ri fil, has degreee, and we conclude
that jj f1jj � jj fljj � degrl + jj fljj= jjrl fljj= e� jj f jj:

We note that reduced bases are not unique: for example, both(1;0); (0;1) and(1;1); (0;1) are reduced bases of theR-moduleR2.
(ii) The invariant clearly holds initially, so let us assumethat it holds at some

pass of the algorithm through step 2. There are three points in the algorithm where
the gi’s change. In step 5, a polynomial multiple ofgi is added togk. This is an
invertible transformation and does not change the generated module. In step 6, the
gi’s are permuted, which does not change the spanned module either. In step 7, all
gi’s are multiplied by the permutation matrixB, and the invariant holds again at the
next pass through step 2 sinceA is multiplied by the inverse ofB, which happens
to beB itself. Thus the invariant holds at all times in the algorithm, thegi’s are
always linearly independent, and nonzero in particular.
(iii) Since (g1; : : : ;gk�1) is reduced, we havejjgijj = deggii and gii is nonzero,

by (ii). Before the first iteration of the loop 4, we havejjgk�1jj � jjgkjj = u. Since
gk�1 does not change in steps 4 and 5,jjgk�1jj � u holds throughout these steps. So
we assume thatjjgkjj � u holds before some pass through step 5. There is nothing
to prove ifq = 0, and otherwise, we find

degq = deggki�deggii � jjgkjj� jjgijj;jjgk�qgijj � maxfjjgkjj;degq+ jjgijjg �maxfjjgkjj; jjgkjjg= u;
so thatjjgkjj � u holds again after step 5.

The second invariant is vacuously true at the beginning of the loop, and we
assume that it holds before some pass through step 5. Ifj < i, then deggi j <
deggii = jjgijj � jjgk�1jj, since(g1; : : : ;gk�1) is reduced, and

deg(gk j�qgi j) � maxfdeggk j;degq+deggi jg< maxfu;degq+deggiig= maxfu;deggkig= u;
by the first invariant. This inequality also holds ifq = 0, and together with

deg(gki�qgii) = deg(gki remgii)< deggii = jjgijj � jjgk�1jj � u

implies that the invariant holds again before the next pass through step 5.
(iv) The invariants are clearly true before the first pass through step 2, and we

assume that they hold before step 3. Theg1; : : : ;gk�1 do not change in steps 3
through 5, so that the first invariant holds again at the next pass through step 3 if
the condition in step 6 is true, and otherwise this is ensuredby (iii) and the actions
taken in step 7. Moreover, thegi’s are resorted in step 6 when the if condition is
true, and hence the second invariant holds again after step 6and at the next pass
through step 3. In particular,(g1; : : : ;gm) is reduced if the algorithm terminates in
step 8.
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(v) The value maxfjjgijj:1� i � mg is less thand initially, it changes only dur-
ing steps 4 and 5, and (iii) implies that one complete pass through these steps does
not increase the value. Thus the degree of all polynomials inthe algorithm is less
thand, at all times. The cost for one execution of step 5 isO(n) arithmetic opera-
tions inR, each takingO(M(d)) operations inF , and there areO(m) iterations of
the loop 4. All other steps are for free, and hence the cost forone iteration of the
loop 2 isO(nmM(d)) field operations.

(vi) By a similar argument as in (v),s changes only during steps 4 and 5, and a
complete pass through these steps does not increase its value. It decreases strictly
between two successive passes through step 3 if and only if the condition in step
6 is true. Since allgi’s are nonzero, by (ii),s is always a nonnegative integer, and
initially s < md. Thus the number of decreases ofs is at mostmd. Between each
two times that the condition in step 6 is true, there are at most m� 1 passes of
the loop 2 where the condition is false, and also before the first and after the last
decrease. Thus the total number of iterations of the loop 2 isat most(m� 1) �(md +1).
16.13 The analog statement is as follows. LetF be a field andR = F [y℄, let f ;g 2
F [x;y℄ =R[x℄ have positive degreesn;k in x, respectively, and suppose thatu2R[x℄
is monic nonconstant with respect tox and divides bothf andg modulom for some
m 2 R with kdegy f +ndegy g < degy m. Then gcd( f ;g) 2 R[x℄ is nonconstant with
respect tox.

We imitate the proof of Lemma 16.20, and suppose that gcd( f ;g) = 1 in F(y)[x℄.
Then there exists;t 2 R[x℄ such thats f + tg = resx( f ;g), by Corollary 6.21. Since
u divides bothf andg modulom, it divides resx( f ;g) 2 R modulom. With respect
to x, the polynomialu is monic and nonconstant, and thus resx( f ;g) � 0 modm.
Since degy(resx( f ;g))� kdegy f +ndegy g < degy m, by Theorem 6.22, it follows
that resx( f ;g) is zero. This contradiction to our assumption shows that gcd( f ;g) 2
F(y)[x℄ is nonconstant. By Corollary 6.10, the gcd off and g in R[x℄ is also
nonconstant.

16.15 The number of nonzero coefficients of the polynomial is2n. The arithmetic
circuit first computesy2i

for 1� i< n, takingn�1 squarings, then computesx+y2i

for 0� i< n, takingn additions, and finally multiplies all factors up, taking another
n�1 multiplications.

16.16 (i) It is clear that� is a ring homomorphism, so that in particular its
restriction toU is F-linear. Moreover, we have deg(�( f ))� (n�1)∑1�i�t ni�1 =
nt�1 for f 2U , so that�(U)�V . Moreover, the monomialsB = fxe1

1 � � �xet
t :0�

e1; : : : ;et < ng form anF-basis ofU , and�(B) = fxi:0� i < ng is anF-basis ofV ,
so that� mapsU isomorphically ontoV .

(ii) Let R = F [x1; : : : ;xt ℄ for short. If g 2 R is a factor of f , then, by unique
factorization inF [x℄, there is a unique subsetS� f1; : : : ;rg and a nonzero constant
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c 2 F such that�(g) = c∏i2S hi = ch. Sinceg divides f , it has degree less thann
in all variables, and henceh 2V and��1(h) = c�1g divides f .

(iii) Let h1; : : : ;hr 2 F [x℄ be as in (ii), andS � f1; : : : ;rg. Then r < nt , and
we can computeh = ∏i2S hi andh� = �( f )=h in time O(M(nt)t logn). Comput-
ing g = ��1(h) and g� = ��1(h�) is for free. Since�(x1) = x, we may iden-
tify x1 and x. Then F [x℄ becomes a subring ofR, and f � gg� mod I, where
I = hxt� xnt�1; : : : ;x2� xni � R. Finally, we check whetherf = gg� holds, at a
cost ofO(M(n)t) operations. This solves our task completely.

There is, however, a way to avoid the computation ofg �g� if we proceed as fol-
lows to computeg andg�. We definefi 2F [x1;xi+1; : : : ;xt ℄ by fi = f (x;xn; : : : ;xni�1;
xi+1; : : : ;xt), andgi;g�i are derived fromg;g� in a similar way, for 1� i� t. Then
f1 = f , g1 = g, g�1 = g�, ft = �( f ), gt = h, andg�t = h�. The degrees inx of fi;gi;g�i
are less thanni, for all i, and all these polynomials can be computed without arith-
metic cost. We now claim thatf = gg� if and only if degx fi = degx(gig�i ) for all i.
The “only if” part is clear. For the converse, we show by reverse induction oni
that fi = gig�i . This is clear fori = t, and we assume thati < t. The induction
hypothesis implies that

fi � fi+1 = gi+1g�i+1� gig
�
i modxni� xi+1:

By assumption, both sides have degree less thanni in x, and hence they are equal.
Thus it is sufficient to check whether allgi;g�i have correct degrees inx, and no

multivariate multiplications are necessary. The number ofsubsetsS that have to
be checked in the worst case is 2nt

, and hence the overall cost, without the cost for
the univariate factorization, to find one irreducible factor of f is O(t2nt

M(nt) logn)
field operations. This is singly exponential in the degree and doubly exponential
in the number of variables.

If one wanted to use this in practice, one would first check probabilistically if
f = gg� holds, say by substitutingx1�ai for xi, with randoma2; : : : ;an.

(In the 1999 edition, some variables were named differently.)

Chapter 17

17.1 (i) The encryption of “ALGEBRAISFUN” is

8100; 8019; 14487; 96; 15989; 10786:
(ii) We have

t � ∑
0�i�9

w�1xiai � ∑
0�i�9

xici modm;
and the claim follows since both sides of the congruence are nonnegative and less
thanm.
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(iii) The original message was “LATTICEREDUCTION”.

Chapter 18

18.1 If a is even, thena2� 0 mod 4, and ifa is odd, thena2� 1 mod 4.

18.2 We have'(55) = '(5) �'(11) = 40, and Euler’s theorem implies that 240�
1 mod 55. Thus

21000005= (240)25000�25 � 25 = 32 mod 55:
18.3 N = 10200+349 is composite since 2N�1 6� 1 modN.

18.6 (i) LetN = pe for an odd primep ande� 1. Then Fermat’s little theorem
says thatap�1 � 1 mod p, and since(p� 1) j (pe � 1) = N � 1, we also have
aN�1� 1 modp. Thus gcd(aN�1�1;N) is divisible byp.
(ii) The criterion is as follows. LetN� 1 = 2vm with v;m 2 N andm odd. If

either gcd(aN�1�1;N) = 1 or there is an indexi 2 f1; : : : ;vg such thata2im � 1
modN anda2i�1

m 6� �1 modN, thenN is not a prime power. To see why, we let
N be as in (i). Then (i) implies that gcd(aN�1�1;N) > 1. If a2im � 1 modN for
somei� v, thena2i�1m is a square root of 1 moduloN. By Exercise 9.40, the only
square roots of 1 modulo an odd prime power are 1 and�1, and hencea2i�1m ��1
mod p.

In fact, if N is composite anda2i�1m 6� �1 modN, then gcd(a2i�1m�1;N) is a
nontrivial factor ofN.

18.9 (i) By Lemma 18.4, we may assume thatN is squarefree. Letp be a prime
divisor ofN andb2 Z coprime top with ordp(b) = p�1; such ab exists according
to Exercise 8.16. By the Chinese Remainder Theorem 5.3, there exists ana 2 Z
such thata � b mod p anda � 1 modN=p. Then gcd(a;N) = 1 andaN�1 � 1
mod p, and Lemma 18.1 implies thatp�1 dividesN�1.
(ii) “ =)” follows from Lemma 18.4 and (i).
“(=”: Let N be squarefree and enjoy the property in (i), anda 2 Z�N . Then

ap�1 � 1 mod p, and henceaN�1 � 1 modp, for all prime divisorsp of N. Thus
aN�1� 1 modN.
(iii) If the Carmichael numberN were even, then, since it is squarefree by Lemma

18.4 and composite, it would have an odd prime divisorp, and the even number
p� 1 would divide the odd numberN� 1. Now we assume thatp < q are odd
primes withN = pq. Thenq�1 dividesN�1= pq�1, by (i), and hence it also
divides(pq�1)� p(q�1) = p�1< q�1. This contradiction proves the claim.
(iv) 561= 3 � 11� 17, 1105= 5 � 13� 17, 1729= 7 � 13� 19, 2465= 5 � 17� 29,

2821= 7�13�31, 172081= 7�13�31�61 are the only Carmichael numbers in the
list. 663= 3 �13�17 has 13�1 - 663�1, 867= 3 �172 is not squarefree, 935=
5�11�17 has 11�1 - 935�1, 1482 is even, 1547= 7�13�17 has 7�1 - 1547�1,
2077= 31�67 has only two prime factors, and 2647 is prime.
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18.11 (i) The proper divisors ofPn are 1;2;4; : : : ;2n�1 andMn;2Mn;4Mn; : : : ;
2n�2Mn. The first ones sum to 2n�1= Mn, and the last ones to(2n�1�1)Mn, and
hence the sum of all proper divisors is 2n�1Mn = Pn.
(iii) Multiplying out the product definingN, we find

N = ∏
1�i�2n�1

(diPnm+1) = 1+Pnm ∑
1�i�2n�1

di + lP2
n m2

= 1+P2
n m(1+ lm)

for somel 2 N . Thuspi�1= diPnm j P2
n m j N�1 for all i.

18.12 (ii) ALGORITHM 18.16 Special integer factorization.
Input: A squarefree odd integerN � 3, a multipleL 2 N of �(N), and a confidence

parameterk 2 N .
Output: The set of prime divisors ofN.

1. h � 1

2. while h < k do

3. choosea 2 f2; : : : ;N�2g uniformly at random

4. g � gcd(a;N)
if g > 1 then break the loop 2 andgoto 9

5. writeL = 2vm with v;m 2 N , v� 1, andm odd
call the repeated squaring algorithm 4.8 to computeb0 = am remN
if b0 = 1 then h � h+1, goto 2

6. for i = 1; : : : ;v do bi � b2
i�1 remN

7. j �maxf0� i� v:bi 6= 1g, g � gcd(b j +1;N)
if g = 1 or g = N then h � h+1
else break the loop 2 andgoto 9

8. return fNg
9. call the algorithm recursively with inputg;L;k and with inputN=g;L;k to

compute the setsU;V of prime factors ofg andN=g, respectively
return U [V

(The numbersL andm were calledm andm�, respectively, in the 1999 edition.)
It is clear that the algorithm returns a (possibly incomplete) factorization ofN

if it terminates. We claim that ifN is composite, then 1< g < N holds in step 4
or 7 with probability at least 1=2 over the random choices in step 2. This implies
that each returned factor is prime with probability at least1� 2�k, and that the
returned factorization is the prime factorization with probability at least 1� r2�k,
wherer � log2 N is the number of returned factors.

To prove the claim, we proceed as in the proof of Theorem 18.6,and letP be
the set of prime divisors ofN and

I = fi:0� i� v and8u 2 Z�N u2im = 1g:
Modern Computer Algebra, JOACHIM VON ZUR GATHEN and JÜRGEN GERHARD, version 14 September 2003



Solutions to Chapter 18 81

Since�(N) j L, we havev 2 I. As in the proof of Theorem 18.6, we find that 062 I,
let l < v be such thatl 62 I andl +12 I, and

G = fu 2 Z�N :u2lm =�1g � Z�N :
Then #G < '(N)=2 sinceN is composite. Now assume thata 2 Z�N nG in step 3.
As in the proof of Theorem 18.6, we find thatj = l in step 7 and

g = gcd(bl +1;N) = ∏
p2P

a2l m��1 mod p

p

is a proper divisor ofN. Since #(Z�N nG) � (#ZN )=2 and the algorithm detects
a proper factor ofN in step 4 ifa 2 ZN nZ�N , we obtain the claimed probability
bound.

The cost for one iteration of the loop 2 isO((logL+ loglogN)M(logN)) word
operations, orO(logN �M(logN)) if log L 2 O(logN). By what we have just
shown, the expected number of iterations until a proper factor is found is at most
2 if N is composite, andk if N is prime. Since the sum of the word lengths
over all leaves of the recursion tree isO(logN), the total cost for all leaves is
O(k logN �M(logN)) word operations, by the superlinearity ofM. The sum of the
word lengths of the inner vertices at each level of the tree isO(logN) as well, the
depth of the recursion tree is at mostr 2 O(logN), and hence the expected total
cost for all inner vertices of the tree isO(log2 N �M(logN)) word operations. Thus
the worst case overall cost isO(k log2 N �M(logN)) word operations, while the
expected cost is onlyO((k+ logN) logN �M(logN)).
18.13 (i) For 1� i� r, we haveb'(p

ei
i ) � 1 modpei

i , by Euler’s theorem, for all
b 2 Z not divisible bypi. Since'(pei

i ) j �(N), we conclude thatb�(N) � 1 modpei
i

if pi - b, and henceb�(N) � 1 modN if gcd(b;N) = 1.
(ii) We conclude from (i) thataN�1 = 1 for all a 2 Z�N if �(N) j N�1. For the

converse, we assume thataN�1 = 1 for all a 2 Z�N . If N is prime, then�(N) =
N�1. Otherwise,N is a Carmichael number, and Exercise 18.9 (ii) shows thatN
is squarefree andp�1 j N�1 for all prime divisorsp of N. But �(N) is the least
common multiple of all thesep�1, and therefore�(N) j N�1.

18.15 (i) If b 2 F�p is a square, then Lemma 14.7 says thatb(p�1)=2 = 1. Thus
ord(b)� (p�1)=2< p�1, and henceb does not generateF�p .

(ii) Let b 2 F�p be a nonsquare. Then Lemma 14.7 implies thatb(p�1)=2 = �1,
and since 2 is the only prime divisor ofp�1, Exercise 8.16 (i) shows that ord(b) =
p�1 andb generatesF�p .

18.16 (i) Letb = ar. Thenb2s � ap�1 � 1 modp, by Fermat’s little theorem,
and b mod p is a 2sth root of unity. Sincep is prime and 2s < p, 2s is a unit
modulop. Finally, sincea mod p is a nonsquare, Lemma 14.7 shows thatb2s�1 �
a(p�1)=2��1 mod p, and henceb mod p is a primitive 2sth root of unity.
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(ii) The algorithm choosesa 2 f2; : : : ; p� 1g uniformly at random and checks
whethera(p�1)=2 � �1 mod p by repeated squaring. If this is not the case, then
it chooses anothera. Otherwise, it returnsar rem p. The cost for the repeated
squaring, which can be arranged such thatar rem p is computed along the way, is
O(logp) multiplications modulop or O(log p �M(log p)) word operations. Since
at least half of the elements between 2 andp� 1 are nonsquares modulop, by
Lemma 14.7, the expected number of iterations of the algorithm is at most 2.

(iii) The integer 227k+1 is prime fork 2 f15;17;24;26;29g and composite for
all other values ofk between 1 and 31. Thus there are precisely four primes 231 <
p < 232 such that 227 j p�1 and only two with 228 j p�1.

18.18 (i) Letx� 59. From the prime number theorem 18.7, we have�(2x)��(x) � 2x
ln2x

�
1+ 1

2ln2x

�� x
lnx

�
1+ 3

2lnx

�
(4)

� x
lnx

�
2lnx

lnx+ ln2
�1� 3

2lnx

�= x
lnx

�
2

1+ ln2
lnx

�1� 3
2lnx

�
� x

lnx

�
2

�
1� ln2

lnx

��1� 3
2lnx

�� x
lnx

�
1� 3

lnx

�
� x

2lnx
;

where we have used that(1+Æ)�1� 1�Æ for 0< Æ< 1 and 2ln2+3=2� 2:89< 3
in the third line, and the last inequality holds if and only ifx� e6� 403:43.
(iii) Using (i), we have�(232)��(231)�231=(61ln2)>49970387 and�(264)��(263)� 263=(126ln2)> 1:056�1017. In fact, the more accurate estimate (4) im-

plies that there are more than 91082775 32-bit primes and more than 2:02�1017

64-bit primes.

(iv) We needr single precision primes such that their product exceeds 2C =
2nn=2Bn� 2nn=22n2 = 2n2+(n logn)=2+1, where log denotes the binary logarithm. Each
single precision prime is greater than 2k�1, so that(k�1)r � n2+(n logn)=2+1
is sufficient. Fork = 32 andk = 64, the number of single precision primes is
at least 9� 107 and 2� 1017, respectively, and substituting these numbers forr
leads—after some calculation—to admissible values ofn up to (at least) 52816
and 3549647861, respectively.

18.19 (i) In Table 18.2, the first column contains the value ofs, the second
column the estimated numberb2k�s=(k�1) ln2 of Fourier primes, and the third
column the true number of Fourier primes for that value ofs.

(ii) To multiply two polynomials of degree less thann = 2s�1 with coefficients
of bit length at mostl = 2s�1, we needr Fourier primes such that their product
exceedsn22l+1 = 2s+2s

. Since each prime is greater than 2k�1, r � (s+2s)=(k�1)
primes are sufficient. Now the estimate for the number of Fourier primes implies
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k = 32
1 99940774 98182656
2 49970387 49090415
3 24985193 24545135
4 12492596 12273201
5 6246298 6136376
6 3123149 3068306
7 1561574 1534382
8 780787 766507
9 390393 382950

10 195196 191549
11 97598 95658
12 48799 47700
13 24399 23893
14 12199 12052
15 6099 6046
16 3049 3020
17 1524 1540
18 762 762
19 381 394
20 190 199
21 95 102
22 47 56
23 23 24
24 11 14
25 5 8
26 2 6
27 1 4
28 0 2
29 0 1
30 0 1
31 0 0

k = 64
33 49177206 48742226
34 24588603 24371651
35 12294301 12184774
36 6147150 6092470
37 3073575 3044704
38 1536787 1522110
39 768393 761041
40 384196 380158
41 192098 189935
42 96049 94895
43 48024 47179
44 24012 23606
45 12006 11888
46 6003 6003
47 3001 2986
48 1500 1498
49 750 743
50 375 380
51 187 196
52 93 88
53 46 49
54 23 22
55 11 14
56 5 8
57 2 5
58 1 1
59 0 1
60 0 0
61 0 0
62 0 0
63 0 0

TABLE 18.2: Estimated and true number of Fourier primes (Exercise18.19)

thatr� 2k�s=(k�1) ln2, and combining both inequalities, we obtain the constraint
2s(2s + s) � 2k= ln2. Substitutingk = 32 andk = 64, we find that the maximal
possible values fors are 16 and 32, respectively.

18.20 (This solution refers to the 2003 edition only.)

(i) One execution of Algorithm 19.2 takesO(M(r1=2)M(�)(logr+ log�)) word
operations, by Theorem 19.3, and we expect to makeO(�) choices before termi-
nation.

(ii) This follows from the fact that a numberp which passes the gcd test is prime
with probability at least(B=2�)=(B= lnr) = (lnr)=2�, and a similar analysis as in
the proof of Theorem 18.8.

(iii) The expected number of primality tests isO(k�= lnr), taking O(�M(�))
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word operations each, and the claim follows from

M(r1=2)(logr+ log�) = 2M(�1=2) log� 2 O(�= log�)
by adding up the costs.

18.21 We have#(x)> x(1�1= lnx)> x=2 if x� 49, and we easily check that in
fact#(x)> x=2 for x� 5.
(i) In step 1 of the small primes modular determinant algorithm 5.10, we let

x= d2ln(2C+1)e and choose the firstr = �(x) primes 2=m0 <m1 < � � �mr�1� x.
Then∏0�i<r mi = e#(x) > 2C, and the determinant is correctly recovered in step 4.
Step 1 takesO(r log2 r loglogr) word operations, by Theorem 18.10 (ii). The cost
for step 2 isO(n2 logmi � logB) for eachi, in total O(n2x logB). The cost for step
3 is O(n3 log2 mi) word operations for eachi, in total O(n3x logx). Finally, the
Chinese remaindering takesO(x2) word operations. Usingx 2 O(n log(nB)) and
r 2O(x= logx), we find an overall cost ofO(n4 log(nB) log(n logB)+n3 log2(nB))
word operations.

In step 1 of the small primes modular EEA 6.57, we letx = d2ln(2A2B3+1)e
and choose asS the firstr = �(x) primes. Similarly as above, we have∏p2S p >
2A2B3 in step 1,∏p2S p> 2B3 in step 2, and∏p2Si

p> 2B2 in step 3, for eachi, and
the correctness follows as in the proof of Theorem 6.58. The cost for choosing the
primes isO(r log2 r loglogr) word operations. Reducing all coefficients off and
g modulo all primes inS in step 2 takesO(nx logB) word operations, and the cost
for all modular EEAs isO(nmx logx). Finally, the rational number reconstruction
in step 3 takesO(x2) word operations per coefficient, togetherO(nmx2) word op-
erations. Usingx 2 O(n log(nA)) andr 2 O(x= logx), we see that the cost for step
3 is dominant and obtain a total cost ofO(n3m log2(nA)) word operations.
(ii) Let �= res( f ; f 0) andC = (n+1)2nA2n�1, such that 0< j�j<C and lnC� .

If we let x = d2lnCe andr = 2�(x), then the product of the first�(x) primes is
e#(x) � C > j�j, and hence any product of�(x) of the firstr primes exceedsj�j.
Thus at most�(x) = r=2 of the firstr primes divide�. By Theorem 18.10 (ii),
the cost for computing the firstr primes isO(r log2 r loglogr) word operations, or
O( log loglog) sincer 2 O(= log).
18.22 (i) Leta 2 F�p such thata2 =�1. Thena4 = 1 and ord(a) = 4, by Exer-
cise 8.16 (i). Thus 4j #F�p = p�1, by Lagrange’s theorem.
(ii) If a 2 F�p is not a square, thena(p�1)=2 =�1, by Lemma 14.7. Thusa(p�1)=4

is a square root of�1.

18.23 (i) Letp1; : : : ; pr be the distinct prime divisors ofM andN, ande1; f1; : : : ;
er; fr 2 N such thatN = ∏1�i�r pei

i andM = ∏1�i�r p fi
i . Then�ab

N

� = ∏
1�i�r

�ab
pi

�ei = ∏
1�i�r

� a
pi

�ei
� b

pi

�ei = � a
N

�� b
N

�;� a
MN

� = ∏
1�i�r

� a
pi

�ei+ fi = ∏
1�i�r

� a
pi

�ei
� a

pi

� fi = � a
M

�� a
N

�:
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(ii) Let N = p1 � � � pr anda = q1 � � �qs, wherep1; : : : ; pr;q1; : : : ;qs 2 N are (not
necessarily distinct) odd primes andfp1; : : : ; prg\fq1; : : : ;qsg= Ø. Let 1� i� r
and 1� j � s. The law of quadratic reciprocity for the Legendre symbol says
that ( pi

q j
) = ( q j

pi
) unless and only unlesspi � q j � 3 mod 4. If we let"(u;v) =(�1)(u�1)(v�1)=4 for u;v 2 Z, then this can be rewritten as� pi

q j

�= "(pi;q j)�q j

pi

�:
Let u;v;w be odd integers. Thenvw�1� v+w�2 mod 4 and

"(u;vw) = (�1)(u�1)(vw�1)=4 = �(�1)(u�1)=2
�(v�1)=2+(w�1)=2 = "(u;v)"(u;w):

Thus, by symmetry," is multiplicative with respect to both (odd) arguments, and
hence �N

a

� = ∏
1�i�r
1� j�s

� pi

q j

�= ∏
1�i�r
1� j�s

"(pi;q j)�q j

pi

�
= "(p1 � � � pr;q1 � � �qs) ∏

1�i�r
1� j�s

�q j

pi

�= "(N;a)� a
N

�;
and the claim follows.

(iii) Let N = p1 � � � pr as in (ii). Then( 2
pi
) = (�1)(p2

i �1)=8 = Æ(pi). Since the

congruence(vw)2�1� v2�1+w2�1 mod 16 holds for all odd integersv;w, we
find thatÆ is multiplicative on odd arguments and� 2

N

�= ∏
1�i�r

� 2
pi

�= ∏
1�i�r

Æ(pi) = Æ(N):
(iv) Let N = p1 � � � pr as in (ii) andb = a remN. Thena� b mod pi implies that( a
pi
) = ( b

pi
) for all i, and hence� a

N

�= ∏
1�i�r

� a
pi

�= ∏
1�i�r

� b
pi

�= � b
N

�:
(v) ALGORITHM 18.17 Jacobi symbol computation.

Input: An odd integerN > 1 anda 2 f1; : : : ;N�1g.
Output: The Jacobi symbol

� a
N

�
.

1. writea = 2kb for k;b 2 N andb odd

2. if b = 1 then return (�1)k(N2�1)=8
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3. M � N remb, if M = 0 then return 0

4. call the algorithm recursively to computeu = �M
b

�
5. return (�1)k(N2�1)=8+(N�1)(b�1)=4u

The algorithm returns the correct result in step 2 if and onlyif a is a power of
two, by (i) and (iii). If the algorithm returns 0 in step 3, then gcd(a;N)> 1, and the
output is correct as well. Otherwise, sinceb is odd, 1< b < N, and 0< M < b, we
may conclude by induction that the result of the recursive call in step 4 is correct.
If gcd(M;b)> 1, then gcd(a;N)> 1, u = 0, and the algorithm correctly returns 0
in step 5. Now assume that gcd(M;b) = 1. Then gcd(a;N) = 1, and using parts (i)
through (iv) of this exercise, we find that� a

N

� = � 2
N

�k� b
N

�= (�1)k(N2�1)=8(�1)(N�1)(b�1)=4
�N

b

�
= (�1)k(N2�1)=8+(N�1)(b�1)=4

�M
b

�:
The dominant cost of the algorithm is the remainder computation in step 3,

which takesO(logN � logb) word operations with classical arithmetic. With the
exception of step 2, the computations in the recursive process are essentially the
same as in the Euclidean Algorithm, and a similar analysis asin Section 3.3 shows
that the overall cost isO(logN � loga) word operations.

18.24 (i) This follows immediately from Lemma 14.7.
(ii) Let N = pem for a prime p 2 N , e 2 N �1, and an integerm > 1 coprime

to p. We may assume that�1 2 T , and letc 2 N be such that�(c modN) =�1. Using the Chinese Remainder Theorem, we can find ab 2 N such thatb � c
mod pe and b � 1 modm. Then gcd(b;N) = 1 andb modN 2 Z�N . Moreover,
b(N�1)=2 � c(N�1)=2 � �1 modpe andb(N�1)=2 � 1 modm, and we conclude that
b(N�1)=2 6� �1 modN.
(iii) By Lemma 18.1,a = (1+ pe�1) modN has multiplicative orderp in Z�N .

Now (N�1)=2= (pe�1)=2 is coprime top, and hence�(a) has orderp as well,
by Exercise 14.11 (ii). Sincep� 3, we conclude that�(a) 6=�1.

We remark thatT =�1+ pZN if e is odd andT = 1+ pZN if e is even.
(iv) If T = f1g, thenaN�1 = �(a)2 = 1 for all a 2 Z�N .
(v) Suppose first thatN is prime. Thenbi = �1 and, by Lemma 14.7, each

of the two possible values occurs with probability 1=2, for all i. The algorithm
incorrectly returns “probably composite” if and only if either all bi are 1 or all
bi are�1. Each of the two events happens with probability 2�k, and hence the
correctness probability is 1�21�k.

Now assume thatN is composite. If gcd(ai;N)> 1 for somei, then gcd(bi;N)>
1 as well andbi 6= �1, and the algorithm correctly returns “probably compos-
ite”. Thus it is sufficient to show the probability estimate for the case where
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gcd(ai;N) = 1 for all i. If T = f1g, thenbi = 1 for all i, and the algorithm correctly
outputs “probably composite”. Otherwise, (ii) and (iii) imply G = T \f�1g is a
proper subgroup ofT , so that #G � #T=2, by Lagrange’s theorem. Since� is a
group homomorphism, Lagrange’s theorem also implies that #��1(G) � #Z�N =2,
and we have�(a) 6= �1 for at least half of the elements inZ�N . Thus eachbi is
different from�1 with probability at least 1=2, for all i, and the probability that
bi =�1 for all i is at most 1�2�k.

In fact, if�1 62 T , then the algorithmalwaysreturns the correct result “probably
composite”.
(vi) Each execution of step 2 takesO(logN �M(logN)) word operations, and this

dominates the cost for the other steps. There arek iterations of the loop 1, and the
claim follows.
(vii) If N is composite, then the same proof as in (v) shows that the modified

algorithm returns the correct answer with probability at least 1�2�k. If N is prime,
then the correctness probability of the modified algorithm is 1�2�k as well.
(viii) We have 343= 73, soT343 = �1+7Z343 and #T343 = 2 �49= 98, by the

remark at the end of (iii). 561= 3 � 11� 17 is the smallest Carmichael number,
and T561 = f1;67g. For N = 667= 23� 29, we haveT667 = Z�667 and #T667 ='(667) = 22�28= 616, since(667�1)=2 = 333= 9 �37 is coprime to the order
616= 23 �7�11 ofZ�667 and hence� is an automorphism ofZ�N . Finally, 841= 292,
andT841= 1+29Z841 and #T841= 29, again by the remark at the end of (iii).

ForN = 561 andN = 841, we have�1 62 T , and the algorithm returns “probably
composite” in any case. For the other two numbers, the probability that �(a) = 1
for a randomly chosena 2 Z�N is 1=#T , and the probability that�(a) = �1 is
1=#T as well. The algorithm incorrectly returns “probably prime” if and only
if bi = �1 for all i and thebi are not all equal. This happens with probability(2=#T )k�2(1=#T )k. If we let k = 10, then the exact error probability is 49�10�
2 �98�10 < 1:251�10�17 for N = 343, and 333�10�2 �666�10� 5:953�10�26 for
N = 667. The estimate from (v) for the error probability is only 2�10� 10�3.

18.25 (i) Letn � 1. ThenFn � 1 mod 4. We haveFn � 2 mod 3, so thatFn is
not a square modulo 3, and the law of quadratic reciprocity implies that 3 is not a
square moduloFn. Similarly, Fn � 3 mod 7 if n is even andFn � 5 mod 7 if n is
odd, and both 3 and 5 are nonsquares modulo 7. ThusFn is not a square modulo 7,
and again the law of quadratic reciprocity implies that 7 is not a square moduloFn.
If n � 2, we haveFn � 2 mod 5, so thatFn is not a square modulo 5, and hence 5
is not a square moduloFn.
(ii) If Fn is prime, then 3 is not a square moduloFn, and hence 3(Fn�1)=2 � �1

modFn, by Lemma 14.7. Conversely, suppose that 3(Fn�1)=2 � �1 modFn. Then
3Fn�1 � 1 modFn, and hencem = ordFn(3) divides Fn � 1 = 22n

. If m 6= 22n
,

then m = 2k for somek < 2n, so thatm j (Fn� 1)=2, which is a contradiction
to 3(Fn�1)=2 ��1 modFn. Thusm = 22n

, and Exercise 18.27 (ii) implies thatFn is
prime.

Modern Computer Algebra, JOACHIM VON ZUR GATHEN and JÜRGEN GERHARD, version 14 September 2003



88 Solutions to Chapter 18

(iii) Computing 3(Fn�1)=2 remFn by repeated squaring takesO(logFn �M(logFn))
or O(2n �M(2n)) word operations.

18.26 Letp be a prime divisor ofFn. Then 22
n =Fn�1��1 modp and 22

n+1 � 1
mod p, and Exercise 8.16 (i) implies that ordp(2) = 2n+1. Lagrange’s theorem
implies that 8j 2n+1 j p�1, and hencep2�1= (p+1)(p�1)� 0 mod 16. Then
Exercise 18.23 (iii) shows that( 2

p) = 1, and hence 2 is a square modulop. If a2 N
is such thata2 � 2 modp, then ordp(a) = 2n+2, and again Lagrange’s theorem
implies that 2n+2 j p�1.

18.27 In part (iv) of this exercise in the 1999 edition, co-NP should be replaced
byNP \co-NP.
(ii) If N is prime, then Exercise 8.16 implies thatN has a Pratt witness. Con-

versely, ifu2 Z�N has orderN�1, thenN�1 j Z�N �N�1, by Lagrange’s theorem,
and henceZ�N = ZN nf0g andN is prime.
(iii) The certificates are given in Figure 18.3; the certificates(2;1) for 2 are omit-

ted. The number of distinct certificates depends on the number of generators of the

19;2;2;1;3;2;

3;2;2;1;

31;3;2;1;3;1;5;1;

5;2;2;2;

11;2;2;1;5;1;

23;5;2;1;11;1;

FIGURE 18.3: Various Pratt certificates (Exercise 18.27)

multiplicative groupZ�N for a primeN. More precisely, it is equal to the number
of generators times the product of the number of certificatesfor all prime divi-
sors ofN � 1. Let u 2 Z�N be such a generator. Then each generator is of the
form uk for somek 2 f1; : : : ;N�2g with gcd(k;N�1) = 1, by Exercise 14.6 (ii).
Thus the number of generators is'(N�1). We have'(3�1) = 1,'(5�1) = 2,'(11�1) = 4,'(19�1) = 6,'(23�1) = 10, and'(31�1) = 8. The following
table gives the number of distinct Pratt certificates for theabove numbers.

N 3 5 11 19 23 31
1 2 8 6 80 16
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(iv) Let C =(N;u; p1;e1; : : : ; pr;er;C1; : : : ;Cr) be a Pratt certificate andn= logN.
The cost for checking whetherN = pe1

1 � � � per
r is O(M(n) logn) word operations, us-

ing an integer analog of Algorithm 10.3. ComputinguN�1 remN andu(N�1)=pi rem
N for all i by repeated squaring takesO(rnM(n)) or O(n2M(n)) word operations
sincer� logN. If we arrange the certificate in form of a tree withC at the root and
C1; : : : ;Cr children ofC, then the sum of the binary lengths of the integers at one
particular level isO(n). Using the superlinearity ofM, we find that the overall cost
at each level isO(n2M(n)) word operations. Sincepi < N=2 for all i, the depth of
the tree isO(n), and we obtain a total cost ofO(n3M(n)) word operations.

It follows that PRIMES2 NP; PRIMES2 co-NP is trivial: as certificate for a
composite numberN one can take a proper factor ofN.

Chapter 19

19.2 We identify the elements ofF p with 0; : : : ; p�1.

ALGORITHM 19.27 .
Input: A primep and f 2 F p [x℄ monic of degreen and dividingxp� x.
Output: All roots of f .

1. k � dppe, S �Ø

2. g � ∏
0�i<k

(x� i)
3. for j = 0; : : : ;k�1 computea j 2 F p [x℄ with a j � g(x� jk) mod f and de-

gree less thann

4. for j = 0; : : : ;k�1 do
h j � gcd(a j; f )
if h j 6= 1 then S � S[fi: jk � i < ( j+1)k andh j(i) = 0g

5. return S

Correctness of the algorithm follows immediately from

h j = gcd(a j; f ) = gcd(g(x� jk); f ) = ∏
jk�i<( j+1)k

f (i)=0

(x� i)
for all j. By Lemma 10.4, we can compute the coefficients ofg in step 2 using
O(M(p1=2) log p) arithmetic operations inF p . In step 3, we use the fast multi-
point evaluation algorithm 10.7 overR = F p [x℄=h f i to evaluateg 2 R[x℄ at thek
pointsx mod f ;x�k mod f ; : : : ;x� (k�1)k mod f in R, takingO(M(p1=2) log p)
additions and multiplications inR or O(M(p1=2) log p �M(n)) arithmetic opera-
tions in F p . The cost for computingh j in step 4 isO(M(n) logn) arithmetic
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operations inF p , andO(p1=2M(n) logn) for all j. Evaluatingh j at k points inF p takesO(p1=2degh j) operations inF p . Since∑0� j<k degh j 2 O(n), the over-
all cost for the evaluations isO(p1=2n) operations inF p . Thus the total cost is
O(M(p1=2) log p �M(n)+ p1=2M(n) logn) or O�(npp) arithmetic operations inF p .

19.3 N = 12347�1927836461.

19.5 (i) Here is a table of the integersxi modulo the primesp� 11 for i� 6.

i xi mod 2 xi mod 3 xi mod 5 xi mod 7 xi mod 11
0 0 2 2 2 2
1 1 2 0 5 5
2 0 2 1 5 4
3 1 2 2 5 5
4 0 2 0 5 4
5 1 2 1 5 5
6 0 2 2 5 4

We read offe(2) = 2, e(3) = 1, e(5) = 3, e(7) = 1, ande(11) = 2.
(iii) Let p be a prime divisor ofN andi = e(p)> 0. Thenp dividesxi� x2i, and

hence also gcd(xi� x2i;N). Since the latter gcd is 1 fori� k, we findi > k.
(iv) follows from (ii) and (iii).

19.6�Z ∞�∞
e�x2

dx

�2 = Z ∞�∞
e�x2

dx �Z ∞�∞
e�y2

dy = Z ∞�∞

Z ∞�∞
e�x2�y2

dxdy= Z ∞

0

Z ��� e�r2(cos2'+sin2')r d'dr = Z ∞

0
re�r2

Z ��� d'dr= 2�Z ∞

0
re�r2

dr =�� ��e�r2
���
r=∞
�e�r2

���
r=0

�= �;
where we have used that the absolute value of the Jacobi determinant of the sub-
stitution(x;y) = f (r;') = (rcos';rsin') for r � 0 is��������det

0BB� ∂ f (r;')
∂r

∂ f (r;')
∂'

1CCA
��������=
����det

�
cos' sin'�rsin' rcos' �����= r:

19.8 (i) Let (x�;y�;z�) 2 N 3�1 be a Pythagorean triple,� = gcd(x�;y�;z�), and
let (x�;y�;z�) = (�x;�y;�z). Then gcd(x;y;z) = 1 andx2 + y2 = (x2�+ y2�)=�2 =
z2�=�2 = z2.
(ii) We check that(s2� t2)2+(2st)2 = s4�2s2t2+ t4+4s2t2 = s4+2s2t2+ t4 = (s2+ t2)2:

Modern Computer Algebra, JOACHIM VON ZUR GATHEN and JÜRGEN GERHARD, version 14 September 2003



Solutions to Chapter 19 91

Let�= gcd(s2� t2;2st;s2+ t2). Then� j 2s2 and� j 2t2, and gcd(s;t) = 1 implies
that� j 2. Sincest is even, exactly one ofs andt is even, and hences2+ t2 is odd.
Thus�= 1.

(iii) If both x andy were even, then bothz2 = x2 + y2 andz would be even as
well, contradicting primitivity. If bothx andy were odd, thenz2� 2 mod 4, which
is impossible since 0 and 1 are the only squares modulo 4. Thusexactly one ofx
andy is even, and bothz2 = x2+ y2 andz are odd. Ifx is odd, then bothz� x and
z+x are even, and hence(z�x)=2 and(z+x)=2 are positive integers. If�2 N is a
common divisor of these two numbers, then it divides their sum z, their difference�x, and their product(y=2)2, and hence� = 1 sincex;y;z are coprime andx;z
are odd. But the product of two coprime numbers is only a square when both
numbers are themselves squares, and hence there exist positive coprimes;t 2 N
with s2 = (z+ x)=2 andt2 = (z� x)=2. Thens > t, s is odd andt is even ifz � x
mod 4, ands is even andt is odd if z��x mod 4. Thusst is even, and one easily
checks that(x;y;z) = (s2� t2;2st;s2+ t2).
(iv) Here is a list of all coprime pairss;t 2 N �1 with s > t andst even and such

that s2+ t2 � 100, and the corresponding primitive Pythagorean triples(x;y;z) =(s2� t2;2st;s2+ t2).
s t (x;y;z)
2 1 (3;4;5)
3 2 (5;12;13)
4 1 (15;8;17)
4 3 (7;24;25)
5 2 (21;20;29)
5 4 (9;40;41)
6 1 (35;12;37)
6 5 (11;60;61)

s t (x;y;z)
7 2 (45;28;53)
7 4 (33;56;65)
7 6 (13;84;85)
8 1 (63;16;65)
8 3 (55;48;73)
8 5 (39;80;89)
9 2 (77;36;85)
9 4 (65;72;97)

19.9 We haveO�(n) � n1+o(1), but not vice versa: for example,n1+(logn)�1=2 =
ne

p
logn does not belong toO�(n). More precisely,O�(n) = n1+O(loglogn= logn).

19.10 LetJ � I be the set ofi with #(Bi\C)� sk=2, andl = #J. Then

lk+ s#A
2

= lk+ sk#I
2
� lk+(#I� l)�sk�1

2

�
�∑

i2J

#(Bi\C)+ ∑
i2InJ

#(Bi\C) = #C = s#A;
l � s#A

2k
= s#I

2
:
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19.14 (i) We havef 0 = 3x2+a and

res( f ; f 0) = det

0BBBB�
1 0 3 0 0
0 1 0 3 0
a 0 a 0 3
b a 0 a 0
0 b 0 0 a

1CCCCA= 4a3+27b2:
(ii) This follows from the fact thatf is squarefree if and only if it is coprime to

its derivative and Corollary 6.17.
(iii) For a = �1, we haver = �4+ 27b2 = 0 if and only if b = �2

p
3=9 ��0:3849.

19.15 The equation of the tangent atP = (x1;y1) is given by the first order Taylor
expansion off = y2� x3�ax�b aroundP:

t(x;y) = f (x1;y1)+ ∂ f
∂x

(x1;y1) � (x� x1)+ ∂ f
∂y

(x1;y1) � (y� y1)= �(3x2
1+a)(x� x1)+2y1(y� y1);

and the tangent is defined by the equationt = 0. SinceE is nonsingular,t is not the
zero polynomial, and at least one of 3x2

1+a andy1 is nonzero. Ify1 = 0, then the
equation of the tangent isx= x1. This is a vertical line throughP, and its only other
intersection point with the curve is the pointO at infinity. ThusP+P =�O =O
in that case.

Otherwise, ify1 6= 0, then we can solvet = 0 for y and obtain the equivalent
equation

y = y1+ 3x2
1+a
2y1

(x� x1) = y1+�(x� x1): (17)

This is the unique line throughP with slope� = (3x2
1+ a)=2y1. To find the only

other intersection pointS = (x3;�y3) of the tangent with the curve, we replace
x;y by x3;�y3 in (17) and substitute the expression fory3 that we obtain into the
equationf (x3;y3) = 0:(�x3+ y1��x1)2 = y2

3 = x2
3+ax3+b:

Now g = u3 + au + b� (�u + y1��x1)2 is a cubic polynomial inu which has
u = x1 as a root. Differentiating with respect tou yields

g0 = 3u2+a�2�(�u+ y1��x1);
and we see thatg0(x1) = 0 andu = x1 is in fact a double root ofg (this mirrors
the geometric situation thatP is a double point of intersection of the tangent with
the curve). The third root ofg is x3, the coordinate we are interested in, and hence
g = (u� x1)2(u� x3). Thus the coefficient ofu2 in g is equal to�2x1� x3, and
solving this equality forx3 yieldsx3 =��2�2x1, as in (11). Finally, we plugS =(x3;�y3) into the equation (17) for the tangent and obtain�y3 = y1+�(x3� x1).
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19.16 P = (x1;y1) has order two if and only if andP+P = O, or equivalently,
y1 = 0. But the equationy2

1 = x3
1+ax1+b has at most three rootsx1, and the claim

follows. The solutions correspond to the three points ofE on thex-axis.

19.17 The following MAPLE program is the main step in proving the associa-
tive law for addition on elliptic curves. Addition is given by the procedureadd.
Associativity is tested at the three generic inputsP;Q;R. They are given by their
3 �2= 6 coordinates, but should correspond to only five free choices (two for the
curve, one each for the points), and we have to compute modulothe equationeq= v2� (u3+au+b), whose parametersa andb we find by elimination fromP
andQ.

plus := pro(P,Q) # adding P=(P[1℄, P[2℄) and Q=(Q[1℄, Q[2℄)s := (P[2℄ - Q[2℄) / (P[1℄ - Q[1℄);x3 := normal(s^2 - P[1℄ - Q[1℄);[x3, normal(s � (P[1℄ - x3) - P[2℄)℄;end;P := [x1, x2℄;Q := [y1, y2℄;R := [z1, z2℄;a := (y1^2 - y2^2)/(x1 - x2) - (x1^2 + x1 � x2 + x2^2);b := y1^2 - x1^3 - a � x1;eq := numer(normal(z1^3 + a � z1 + b - z2^2));ass1 := plus(plus(P, Q), R);ass2 := plus(P, plus(Q, R));# The following are the differenes of the two oordinates# of (P + Q) + R and P + (Q + R), and hopefully turn out# to be zero.zero1 := rem(numer(normal(ass1[1℄ - ass2[1℄)), eq, y3);zero2 := rem(numer(normal(ass1[2℄ - ass2[2℄)), eq, y3);
19.18 (i) By using the symmetry(2n

k ) = ( 2n
2n�k ) of the binomial coefficients, we

find that

22n = ∑
0�k�2n

�2n
k

�= �2n
n

�+2 ∑
0�k<n

�2n
k

�:
The other formula is proven similarly.

(ii) We haveX = 2(n� k) if and only if Xi = �1 for preciselyk values ofi. Of
the 22n equally probable random vectors(X1; : : : ;X2n) 2 f1;�1g2n, exactly(2n

k )
satisfy this requirement, and hence the probability is(2n

k )=22n. The argument for
X =�2(n� k) follows by symmetry considerations.
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(iii) It is clear thatX can only take even values between�2n and 2n. For 0�
k � n, let pk andqk denote the probabilities of the eventsX = 2(n� k) andX =�2(n�k), respectively. Then (ii) shows thatpk = qk = (2n

k )4�n for all k, and henceE(X) = ∑
k2Zk �prob(X = k) = ∑

0�k<n

�
2(n� k)pk�2(n� k)qk

�= 0;E(jX j) = ∑
k2N k �prob(jX j= k) = ∑

0�k<n

�
2(n� k)pk +2(n� k)qk

�
= 4�4�n ∑

0�k<n

(n� k)�2n
k

�
= 41�n

 
n ∑

0�k<n

�2n
k

��2n ∑
1�k<n

�2n�1
k�1

�!
= n41�n

�
1
2

�
4n��2n

n

���2
�

4n�1��2n�1
n�1

���
= n41�n

�
2
�2n�1

n�1

�� 1
2

�2n
n

��= 2n4�n
�2n

n

�:
(iv) We have

2n4�n
�2n

n

� = 2n4�n (2n)!(n!)2
2 2n4�n

p
4�n(2n)2ne�2n(1+O(n�1))
2�n �n2ne�2n(1+O(n�1))= 4

p�n3=2

2�n
(1+O(n�1)) = 2��1=2n1=2(1+O(n�1));

where we used that 1=(1+O(n�1)) 2 (1+O(n�1)) for n�! ∞.

Chapter 20

20.1 (i) The cleartext is “COMPUTER”, and the key isk = 12.
(ii) “ALGEBRA”.

20.3 Part (iii) needs the additional assumption thatr is coprime to charF .
(i) We have

g(cx+d)Æ h�d
c

= g
�

c
h�d

c
+d
�= g(h) = f :

If we choosed = h(0), c= lc(h), g�= g(cx+d)= lc(g(cx+d)), andh�= (h�d)=c,
theng�;h� are monic,h�(0) = 0, and f = lc( f ) �g�(h�).
(ii) Let g = xr +∑0�i<r gixi, with all gi 2 F . Then f = hr +∑0�i<r gihi. Substi-

tuting x = 1=x and multiplying byxrs, we find

f � = xrs f (1=x) = xrsh(1=x)r + ∑
0�i<r

gix
rsh(1=x)i

= (h�)r + xs ∑
0�i<r

gix
(r�1�i)s(h�)i � (h�)r modxs:
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(iii) If we let '= yr� f � 2 F [x℄[y℄, then'(h�) = (h�)r� f � � 0� (h�1)r� f � ='(h�1) modxs, by (ii). Since bothh andh1 are monic, we haveh� � h�1� 1 modx,
and hence'0(h�)�'0(h�1)� r modx. Since we assume thatr is coprime to charF ,
both '0(h�) and'0(h�1) are invertible modulox. Thus h� � h�1 modxs, by the
uniqueness of Newton iteration (Theorem 9.27). Sinceh(0) = h1(0) = 0, we con-
clude thath= h1. Theng(h)= g= g1(h1)= g1(h), or equivalently,(g�g1)(h)=0.
If g 6= g1, then deg((g�g1)Æh) = deg(g�g1) �degh� 0, and henceg = g1.

The case where charF dividesr is more difficult; see von zur Gathen(1990b)
for a discussion.
(iv) It is clear that the output is correct if the algorithm returnsg andh in step 3.

Conversely, we letf = g1 Æ h1 be a normal decomposition with degg1 = r and
degh1 = s. Then (h�1)r � f � modxs, by (ii), and as in (iii), the uniqueness of
Newton iteration implies thath� � h�1 modxs and h1 = h in step 2. Letg1 =
xr + ∑0�i<r g1ixi. Then f = g1 Æ h implies that f = hr + ∑0�i<r g1ihi. Now the
h-adic expansion off is unique, by Lemma 5.30, and hencegi = g1i 2 R for all i,
and the algorithm correctly returnsg = g1 andh = h1 in step 3.

Theorem 9.25 states thath� can be computed fromf � with O(r �M(n)) arithme-
tic operations inR. The factorr in the estimate comes from the cost for evaluating
the function' from (iii), which has degreer in y, and its derivative'0 = ∂'=∂y at
y = h� remxi for severali � s in a Horner-like way. Due to the special structure
of ', we can do this much faster with repeated squaring (we have discussed this in
the integer case in Section 9.5), and then the cost for step 2 is onlyO(M(n) logr)
arithmetic operations. The same estimate is valid for step 3, by Theorem 9.15.

If gcd(r;charR)> 1, then'0(1) = r is not a unit inR, and the Newton iteration
does not work since 1 is not a proper starting solution. However, this does not
imply that no normal decomposition exists. For example, ifR = F2, thenx4+x2 =(x2+ x)Æ x2 is a normal decomposition.
(v) f = (x3� x2+2)Æ (x2+2x+2).

20.4 (i) d = 5, (ii) x = 1999.

20.5 (i) The claim is clear ifx = 0. So we letx > 0 and assume thatp j x. Since
x < N, we then haveq - x. Moreover,xde � x � 0 mod p andxde � x modq since(q�1) j '(N) j de�1. Thusxde � x modN, by the Chinese Remainder Theorem.
(ii) Assume again thatp j x and q - x. Then p j xe and q - xe, and hencep =

gcd("(x);N).
20.6 (i) We have(x� p)(x�q) = x2�(p+q)x+N = x2�(N�1�'(N))x+N.
Thusp andq can be found by solving a quadratic equation, for example, byusing
Algorithm 14.17 or Theorem 15.21, at a cost ofO�(logN) word operations.
(ii) We call the black box fore = 2;3; : : :. Since the product of all primes below

x = 2lnN is e#(x) > N if x � 5, by the solution of Exercise 18.21, there exists a
prime e � x with gcd(e;'(N)) = 1. Then the black box returnsd < '(N) such
that'(N) j ed�1. Now ed�1 < e'(N), and we successively divideed�1 by
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1;2; : : : ;e�1 and use the trial values for'(N) from those divisions that have the
remainder zero to findp andq as in (i). The overall cost isO(logN) calls to the
black box andO(logN) calls to the square root finding algorithm.

An alternative is to use the algorithm from Exercise 18.12 (ii) with L = ed�1.
(The numberL was calledm in the 1999 edition.)

Chapter 21

21.1 IfF [x;y℄ were Euclidean, then we could use the EEA to computes;t 2F [x;y℄
such thatsx+ ty = 1= gcd(x;y). Now substitutingx = y = 0 leads to the contra-
diction 0= 1.

21.2 It is clear thatI � J. For the reverse inclusion, we note that

x = (1� y) � (x+ xy)+ x � y2 2 I andy = (1� x) � (y+ xy)+ y � x2 2 I:
21.7 If� < � and� < �, then the transitivity of< implies� < �, contradicting
irreflexivity.

21.8 Suppose that� � 0 for some� 2 N n n f0g. Adding i� to both sides of the
inequality, we find(i+ 1)� � i� for all i 2 N . Thusfi�: i 2 N g is a nonempty
subset ofN n with no least element, contradicting the well-order property. Since�
is a total order, we conclude that�� 0.

21.10 Letxd1
1 � � �xdn

n be a monomial of total degreem = d1+ � � �+dn. We associate
to it the vector

v = (0; : : : ;0| {z }
d1

;1;0; : : : ;0| {z }
d2

;1; : : : ;1;0; : : : ;0| {z }
dn

) 2 f0;1gm+n�1:
This induces a bijection between the monomials of total degreem and the binary
vectors of lengthm+n�1 with preciselyn�1 ones, and the number of the latter
is (m+n�1

n�1 ) = (m+n�1
m ).

21.11 We say that a monomialx� occurs in a polynomialh if its coefficient inh
is nonzero.
(i) Every monomial occurring inf g is of the formx�+� such thatx� andx� occur

in f andg, respectively. This implies that mdeg( f g) � mdeg( f )+mdeg(g). On
the other hand, if either� �mdeg( f ) or � �mdeg(g), then�+� �mdeg( f )+
mdeg(g). Thus the coefficient ofxmdeg( f )+mdeg(g) is lc( f ) lc(g) 6= 0, and hence
mdeg( f g) = mdeg( f )+mdeg(g).
(ii) Every nonzero term off + g is of the form(c+ d)x�, for a coefficientc of

f and a coefficientd of g. Sincec+ d 6= 0, at least one ofc andd is nonzero,
which implies that� � mdeg( f ) or � � mdeg(g), and hence mdeg( f + g) �
maxfmdeg( f );mdeg(g)g. If mdeg( f ) �mdeg(g), then the coefficient ofxmdeg(g)
in f +g is lc(g), and hence mdeg( f +g) = mdeg(g) = maxfmdeg( f );mdeg(g)g.
The claim for mdeg( f )�mdeg(g) follows by a symmetric argument.
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21.12 It is clear that the invariants hold after step 1. We nowassume that they
hold at the beginning of step 3 and show that they hold again atthe end of step 3.
We denote the new values ofp;r;q1; : : : ;qs by p�;r�;q�1; : : : ;q�s . When the condition
in step 3 is false, then

mdeg(p�) = mdeg(p� lt(p))�mdeg(p)�mdeg( f );
p�+ r� = p� lt(p)+ r+ lt(p) = p+ r;

and sinceq�i = qi for all i, the first two invariants holds for the starred elements.
By induction and since the condition in step 3 is false, the last invariant also holds
for r�.

Now we assume that the condition in step 3 is true. Thenr� = r, and the last
invariant holds forr� by induction. We have

mdeg(p�) = mdeg
�

p� lt(p)
lt( fi) fi

��mdeg(p)�mdeg( f );
since both polynomials in the difference have degree mdeg(p) and their leading
coefficients coincide. Moreover,

p�+q�i fi = p� lt(p)
lt( fi) fi +�qi + lt(p)

lt( fi)� fi = p+qi fi;
and sincer� = r and q�j = q j for j 6= i, the first invariant holds for the starred
elements. Finally, ifqi = 0 then

mdeg(q�i fi) = mdeg
� lt(p)

lt( fi) fi

�= mdeg(p)�mdeg( f );
and similarly

mdeg(q�i fi) = mdeg
�

qi fi + lt(p)
lt( fi) fi

��maxfmdeg(qi fi);mdeg(p)g �mdeg( f )
if both qi;q�i are nonzero. Sinceq�j = q j for j 6= i, this proves that the second
invariant holds for the starred elements.

21.13 (�1+1) � � �(�n +1).
21.14 IfE is any subset ofA such thathxEi= hxAi, thenx� 2 hxEi for all � 2 B.
Thus� � � for some� 2 E, by Lemma 21.15, and the minimality of� implies
that� = � 2 E, which proves thatE containsB.

21.15 For example,I = hfxiyn�1�i:0� i < ngi.
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21.17 Lett 2 lt(I) and f 2 I with lt( f ) = t. Since f rem( f1; : : : ; fs) = 0, there
existq1; : : : ;qs 2F [x1; : : : ;xn℄ with f = q1 f1+ � � �+qs fs and mdeg(qi fi)�mdeg( f )
if qi 6= 0. But then

t = lt( f ) = ∑
mdeg(qi fi)=mdeg( f ) lt(qi) lt( fi) 2 hlt( f1); : : : ; lt( fs)i;

and hence lt(I)� hlt( f1); : : : ; lt( fs)i. The reverse inclusion is trivial, andf1; : : : ; fs

is a Gröbner basis.

21.18 LetG0 = Gnfgg. Since lt(g)2 hlt(G0)i, we havehlt(G0)i= hlt(G)i= lt(I).
21.19 LetR = F [x1; : : : ;xn℄. If G contains a nonzero constant, thenI = hGi = R
and 12 I. Conversely, if 12 I, then 1= lt(1) 2 lt(I) = hlt(G)i. By Lemma 21.15,
there exists ag 2 G with lt(g) j 1, and henceg is a nonzero constant. If nowG is
reduced, theng = 1 sinceg is monic. If G contains another polynomialg� 6= g,
then 1j lt(g�) contradicts the minimality ofG, and henceG = f1g.
21.20 (i) The reduced Gröbner basis isG = fx2+ y�1;xy� x;y2�2y+1g.
(ii) We have f1 remG = 0 and f2 remG = 1, and hencef1 2 I and f2 62 I.

21.21 (i) This is a reduced Gröbner basis sinceS(x + y;y2� 1) = y3 + x and
y3+ x rem(x+ y;y2�1) = 0.

(ii) This is not a Gröbner basis since the leading termxy of S(y+ x;y2� 1) =
xy+1 is neither divisible byy = lt(y+ x) nor byy2 = lt(y2�1).
(iii) This is a not Gröbner basis; the reduced Gröbner basis for the generated

ideal isf1g.
(iv) This is a Gröbner basis, but not a minimal one:xyz = lt(xyz�1) is divisible

by x = lt(x� y).
21.24 LetR = F [x1; : : : ;xn℄.
(i) The polynomials inGLA areF-linear combinations of the polynomials inGA,

which shows thatILA � IA; this holds for anyn�n matrixL. If L is invertible, then
the above argument shows thatIA = IL�1LA � ILA.

(ii) By (i), we havehGUi= IU = IA, and it remains to show thatGU is a reduced
Gröbner basis. Letgi = xi + hi correspond to theith row of U , such thathi is an
F-linear combination ofxr+1; : : : ;xn, for 1� i� r. Then

S(gi;g j) = x jgi� xig j = x jhi� xih j = g jhi�gih j

andS(gi;g j) rem(g1; : : : ;gr) = 0 for i 6= j. ThusGU is a Gröbner basis. Nowgi

is monic, and sincexi does not occur ing j, we find thatxi = lt(gi) does not divide
any term ing j, for j 6= i. ThusGU is reduced.

(iii) If A is nonsingular, thenV (IA) = kerA = f0g andG = fx1; : : : ;xng is the
reduced Gröbner basis ofIA.
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21.26 The polynomialx2�2 has no root inF5. Thus the idealI = hx2�2i$F5[x℄
has no root inF5.

21.27 LetI � C [x℄ be an ideal andg 2 C [x℄ such thatg(u) = 0 for all u 2 V (I).
If I = f0g, thenV (I) = C , and this implies thatg = 0. Thus we may assume that
I 6= f0g. SinceC [x℄ is a Euclidean domain, there is a unique nonconstant monic
polynomial f 2 C [x℄ generatingI. If f = 1, thenI = C [x℄, V (I) = Ø, and trivially
g 2 I. Now we assume thatf is nonconstant. By the fundamental theorem of
algebra,f splits into linear factors. Letu1; : : : ;ur 2 C ande1; : : : ;er 2 N �1 be such
that f = ∏1�i�r(x�ui)ei . ThenV (I) = fu1; : : : ;urg. Sinceg(ui) = 0 for 1� i� r,
we conclude that(x�u1) � � �(x�ur) j g. But thenf j ge for e = maxfei:1� i� rg,
and hencege 2 h f i= I.

Chapter 22

22.2 (i) D(1) = D(1�1) = D(1) �1+1�D(1) = 2D(1), by the Leibniz rule, and
subtractingD(1) on both sides yields the claim.
(ii) We haveD(a f ) = D(a) f + aD( f ) = aD( f ) andD(bg) = D(b)g+ bD(g) =

bD(g), and henceD(a f +bg) = D(a f )+D(bg) = aD( f )+bD(g).
(iii) We first note that 0= D(1) = D(gg�1) = D(g)g�1 + gD(g�1), and hence

D(g�1) =�D(g)g�2. Thus

D( f g�1) = D( f )g�1+ f D(g�1) = (D( f )g� f D(g))g�2:
(iv) We use induction onn. The casen = 0 follows from (i), and ifn� 1, then

D( f n) = D( f f n�1) = D( f ) f n�1+ f D( f n�1) = D( f ) f n�1+(n�1)D( f ) f n�1= nD( f ) f n�1:
(v) This follows immediately from the Leibniz rule.

22.4 Since the field of constants ofQ (x) is a subfield, by Exercise 22.1, and con-
tains 1, by Lemma 22.2 (i), it containsQ , the subfield ofQ (x) generated by 1. Now
let f = ∑0�i�n fixi 2 Q [x℄ of degreen� 1, with all fi 2 Q . Then Lemma 22.2 im-
plies thatf 0 = ∑0�i�n i fixi�1. In particular, sincen fn 6= 0, we have degf 0 = n�1,
and f 0 is not the zero polynomial. Now letf = g=h, with nonzero coprime poly-
nomialsg;h 2 Q [x℄, such thatf 0 = 0. Using the quotient rule (Lemma 22.2 (iii)),
we obtain 0= (g0h�h0g)=h2, and henceg0h = h0g. Sinceg andh are coprime, we
haveh j h0. If h 62 Q , then degh0 < degh, by the above. This contradiction shows
thath 2 Q andg0h = h0g = 0, and we conclude thatg0 = 0 andg 2 Q as well.

22.5 In the 1999 edition, the text of the exercise contains some errors, and we
first give a corrected version of it.

Let F be a field of characteristic zero, anda;b;c;d 2 F [x℄ nonzero polynomials
such that(c=d)0 = a=b.
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(i) Prove that dega�degb� degc�degd�1, with equality if and only if degc 6=
degd. Give an example where equality does not hold. Conclude thatdega�
degb =�1 is impossible.
(ii) Let p 2 F [x℄ be irreducible andvp(a) = e 2 N if pe j a and pe+1 - a (this

is the negative logarithm of thep-adic value ofa, as in Example 9.31 (iii)), and
similarly vp(b), vp(c), vp(d). Prove thatvp(a)� vp(b) � vp(c)� vp(d)�1, with
equality if and only ifvp(c) 6= vp(d). Give an example where equality does not
hold. Conclude thatvp(a)� vp(b) = �1 is impossible, and thatvp(b) � 2 for
every irreducible divisor ofb if gcd(a;b) = 1. In particular,b is not squarefree if
it is nonconstant and coprime toa.

Solution:
(i) Using the quotient rule (Lemma 22.2 (iii)), we find thata=b = (c0d�cd0)=d2.

Now degc0 < degc and degd0 < degd, and hence

dega�degb = deg(c0d� cd0)�2degd < degc+degd�2degd = degc�degd:
Let n = degc andm = degd. The coefficient ofxn+m�1 in c0d is n lc(c) lc(d), and
the coefficient ofxn+m�1 in cd0 is m lc(c) lc(d). Thus the coefficient ofxn+m�1 in
c0d�cd0 vanishes if and only ifn = m. If n 6= m, then dega�degb = n�m�1 6=�1, and ifn = m, then dega�degb < n�m�1=�1.
(ii) We show first thatvp(u0)� vp(u)�1 for all nonconstantu2 F [x℄, with equal-

ity if vp(u)� 1. Letu = pew with e2 N andp - w. Thenu0 = (ep0w+ pw0)pe�1, by
Lemma 22.2. Thusvp(u0)� e�1= vp(u)�1. Sincep is irreducible,p0 6= 0, and
degp0 < degp, we find thatp does not dividep0. If e � 1, thenp does not divide
ep0w since it is coprime tow, and hencep - (ep0g+ pg0) andvp(u0) = e�1.

Now let c = peu andd = p f w, with e; f 2 N andu;w 2 F [x℄ not divisible byp.
Thenvp(c)� vp(d) = e� f . As in (i), the quotient rule implies that

a
b
= c0d� cd0

d2
= (ep0u+ pu0)pe�1p f w� peu( f p0w+ pw0)p f�1

p2 f w2

= �(e� f )p0uw+(u0w�uw0)p
�

pe+ f�1

p2 f w2
:

Sincep - w, we find thatvp(a)� vp(b) � e+ f �1�2 f = e� f �1. Moreover,
sincep does not dividep0 andu either, it does not dividep0uw. Thus p divides((e� f )p0uw+(u0w�uw0)p) if and only if e = f . If e 6= f , thenvp(a)� vp(b) =
e� f �1 6=�1, and ife = f , thenvp(a)� vp(b)> e� f �1=�1. Now suppose
thatb is nonconstant and coprime toa, and letp 2 F [x℄ an irreducible divisor ofb.
Thenvp(a) = 0 andvp(b)� 1, so thatvp(a)�vp(b)��1. By the above, we have
strict inequality, and hencevp(b)� 2 andp2 j b.

22.8 (i) By the Leibniz rule, we have

bd0 = b � ∑
2� j�m

( j�1)g0j d
g j

= d ∑
2� j�m

( j�1)g0j b
g j
;
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and the right hand side is a polynomial. Thusd j bd0. For 2� i� m, gi divides all
summands of∑2�i�m( j�1)g0jb=g j with j 6= i, and it is coprime to(i�1)g0ib=gi.
Thus gcd(bd0=d;b) = 1. Usings andt as assumed, we find

h�
g� = s(bd0=d)+ tb

db
= sbd0=d� s0b+(t + s0)b

db
= sd0� s0d

d2
+ t + s0

d= ��s
d

�0+ t + s0
d

;
and hence we can takeu =�s andv = t + s0.
(ii) Computingd = gcd(g;g0), the squarefree partg1b = g=d of g, and the poly-

nomialsb = gcd(g1b;d), g1 = g1b=b, g� = g=g1, andbd0=d takesO(M(n) logn)
arithmetic operations. Computing the numeratorsh1;h� in the partial fraction de-
composition can be done withO(M(n) logn) operations as well, and the same
estimate is valid for computings, t, and s + t 0. Thus the cost for one step is
O(M(n) logn). Since the maximal multiplicity of an irreducible factor ofd is
m�1, the recursion depth is at mostm, and the claim follows.
(iii) With classical arithmetic, the cost for squarefree factorization, partial frac-

tion decomposition, and all Hermite reduction steps isO(n2) arithmetic operations
in F . If k = degd, then a careful analysis of all computations in (ii) shows that the
cost for the first step of Mack’s algorithm isO(n(n�k)) field operations with clas-
sical arithmetic, and summing over all recursive calls yields a total cost ofO(n2)
as well.

22.9 The constant coefficient of resx(ay�b0;b) is resx(�b0;b) =� resx(b;b0), and
this discriminant is nonzero sinceb is squarefree.

22.11 (iii) Let hi = gcd(b;a� ib0). The claim follows from the following in-
variants, which one proves by simultaneous induction oni for 0� i� d:
(a) Hi = hi if i > 0,
(b) h1 � � �hi �bi = b,
(c) a� h1 � � �hi(ai + ib0i) modbi.
The casei = 0 is immediate. For the induction step, we have

hi+1 = gcd(h1 � � �hibi;a� (i+1)b0) by (b)= gcd(bi;a� (i+1)b0) by (ii)= gcd(bi;h1 � � �hi(ai + ib0i)� (i+1)b0) by (c)= gcd(bi;h1 � � �hi(ai + ib0i)� (i+1)h1 � � �hib
0
i) by (b) and Leibniz rule= gcd(bi;ai�b0i) = Hi+1 by (ii);

proving (a). Claim (b) follows from (a), and (c) follows from

ai + ib0i = hi+1ai+1+b0i + ib0i� hi+1ai+1+(i+1)hi+1b0i+1 modbi+1;
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again using the Leibniz rule.

22.12 Letg = gcd(r;t). ThenrU 0� sU = t and gcd(r;s) = 1 imply thatg j U .
Writing U = gU�, we obtain the differential equationr � (U�)0� (s�g0r=g) �U� =
t=g for U�. Thus we can sets� = s�g0r=g andt� = t=g. If gcd(r;t�)> 1, then we
can repeat this process.

22.13 (i) By Lemma 22.18 (iii), we have degH1 = degH2 = Æ. If we let c =
lc(H1)= lc(H2), thenH1� cH1 2 S and deg(H1� cH2)< Æ, and the lemma implies
thatH1� cH2 = 0.
(ii) If H� 2 S is nonzero, thenH0 = H�= lc(H�) is in S as well, and the claims

follow from (i).
(iii) If U1 is another solution of (8), thenU1�U 2 S. Conversely,U +H is a

solution of (8), for anyH 2 S.

Chapter 23

23.1 f (k) = k+sin(k�) andg(k) = 1.

23.5 (i) Forx 2 R�0, the functionf (t) = e�ttx�1 is continuous and strictly pos-
itive on the interval(0;∞), and it is even continuous on[0;∞) if x � 1. Let
x � 1. Then there exists a positiverx 2 R such thattx�1 � et=2 if t � rx. Let
yx = R rx

0 f (t)dt 2 R�0. If s� rx, then

0� Z s

0
f (t)dt = Z rx

0
f (t)dt +Z s

rx

f (t)dt � yx +Z s

rx

e�t=2dt= yx�2e�s=2+2e�rx=2� yx +2e�rx=2:
Thus

R s
0 f (t)dt is bounded fors�! ∞, and its limit

R ∞
0 f (t)dt is finite.

If 0 < x < 1, then
R ∞

1 f (t)dt � R ∞
1 e�tdt = e�1. For 0< s < 1, we have

0� Z 1

s
f (t)dt � Z 1

s
tx�1dt = 1

x
(1x� sx)� 1

x
:

Thus
R ∞

0 f (t)dt = lims�!0
R 1

s f (t)dt + R ∞
1 f (t)dt is finite as well.

For x = 0, the integral does not exist sinceZ 1

s
f (t)dt � e�1

Z 1

s

dt
t
=�e�1 lns

grows unboundedly fors�! 0, and the gamma function has a simple pole.
(ii) Using ∂

∂t (e�ttx) =�e�ttx + xe�ttx�1 for x > 0, we find�� (x+1)+ x� (x) = �Z ∞

0
e�ttxdt + x

Z ∞

0
e�ttx�1dt= Z ∞

0
(�e�ttx + xe�ttx�1)dt= ( lim

s�!∞
e�ssx)� ( lim

s�!0
e�ssx) = 0:
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(iii) We have � (1) = Z ∞

0
e�tdt =�( lim

s�!∞
e�s� e�0) = 1;

and the claim follows by induction from (ii).

23.7 (i)

n n k 1 2 3 4

1 id

2 (12) id

3 (123); (132) (12); (13); (23) id

4
(1234); (1243)(1324); (1342)(1423); (1432)

(123); (132); (124)(142); (134); (143)(234); (243); (12)(34)(13)(24); (14)(23)
(12); (13)(14); (23)(24); (34) id

(ii) The only permutation onn numbers withn cycles is id, and[ n
n ℄ = 1. The

permutations withn�1 cycles are the transpositions that exchange two numbers
i < j and fix all others. There are( n

2) of them, and hence[ n
n�1℄ = ( n

2). Finally,
the permutations with exactly one cycle are the cyclic permutations. For such a
permutation�, there aren� 1 choices for�(1), namely all numbers except 1,
n�2 choices for�(�(1)), namely all numbers except 1 and�(1), n�3 choices
for �3(1), and so on, in total(n�1)! choices. Thus[ n

1℄ = (n�1)!.
(iii) Sn is the group of all permutations off1; : : : ;ng. Consider the map':Sn �!

Sn�1 with '(�) = �, where�(i) = �(i) if i 62 f��1(n);�(n)g, and�(��1(n)) =�(n) if �(n) 6= n. Let� 2 Sn havek cycles. If�(n) = n, then'(�) is the restriction
of � to f1; : : : ;n�1g and hask�1 cycles. Thus' maps the elements ofSn with
k cycles andn as a fixed point bijectively onto the elements ofSn�1 with k� 1
cycles. Now consider those� 2 Sn that havek cycles and for which�(n) 6= n. For
any� 2 Sn�1 with k cycles, preciselyn�1 such� are mapped to� by '. Thus[ n

k ℄ = [ n�1
k�1℄+(n�1)[ n�1

k ℄ for 1� k � n.

(iv) We proceed by induction onm. For m = 0, we havexm = 1= (�1)0[0
0℄. If

m > 0, then

xm = (x�m+1)xm�1 = (x�m+1) ∑
0�i<m

(�1)m�1�i

�
m�1

i

�
xi

= ∑
1�i�m

(�1)m�i

�
m�1
i�1

�
xi + ∑

0�i<m

(�1)m�i(m�1)�m�1
i

�
xi

= ∑
0�i�m

(�1)m�i
hm

i

i
xi;
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by (iii). Using xm = (�1)m(�x)m, we find that

xm = ∑
0�i�m

hm
i

i
xi:

(v) This follows from plugging the formula from (iv) into (5)and vice versa.

23.8 In the 1999 edition, the text of this exercise contains some typos, and we
first give a corrected version of it.

For m 2 N , themth Bernoulli number Bm 2 Q is recursively defined byB0 = 1
and

∑
0�i�m

�
m+1

i

�
Bi = 0 for m 2 N �1;

and form� 0 we define the polynomial

Sm = 1
m+1 ∑

1�k�m+1

�
m+1

k

�
Bm+1�kxk 2 Q [x℄:

(i) ComputeBm andSm for 0� m� 4.
(ii) For nonnegative integersc� b� a, prove the identity�

a
b

��
b
c

�= �a
c

��
a� c
b� c

�:
(iii) Prove that�Sm = xm for all m 2 N . (Hint: Use (ii).) Show that this implies

∑0�k<n km = Sm(n) for all m 2 N .
(iv) Conclude from Exercise 23.7 and (7) that

Bm+1�k

m+1

�
m+1

k

�= ∑
k�1�i�m+1

(�1)i+1�k

i+1

�
m
i

��
i+1

k

�
holds for allk;m 2 N with 1� k � m+1.

Solution:
(i) m Bm Sm

0 1 x

1 �1
2

1
2x2� 1

2x

2 1
6

1
3x3� 1

2x2+ 1
6x

3 0 1
4x4� 1

2x3+ 1
4x2

4 1
30

1
5x5� 1

2x4+ 1
3x3� 1

30x
(ii) We have�

a
b

��
b
c

� = a!
b! � (a�b)! � b!

c! � (b� c)! = a!
c! � (a� c)! � (a� c)!(b� c)! � (a�b)!= �a

c

��
a� c
b� c

�:
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(iii) The recursion formula definingBm�1 implies that

∑
0�i�m

�
m
i

�
Bi = Bm + ∑

0�i�m�1

�
m
i

�
Bi = Bm if m 6= 1;

and form = 1 the sum is equal to 1+Bm. Thus

(m+1)Sm(x+1) = ∑
1�k�m+1

�
m+1

k

�
Bm+1�k(x+1)k

= ∑
1�k�m+1

∑
0�i�k

Bm+1�k

�
m+1

k

��
k
i

�
xi

= �Bm+1+ ∑
0�i�m+1

�
m+1

i

�
xi ∑

i�k�m+1

�
m+1� i

k� i

�
Bm+1�k

= �Bm+1+ ∑
0�i�m+1

�
m+1

i

�
xi ∑

0�k�m+1�i

�
m+1� i

k

�
Bk

= �Bm+1+ ∑
0�i�m+1

�
m+1

i

�
xi �Bm+1�i +�m+1

m

�
xm= (m+1)(Sm(x)+ xm):

(iv) Let Tm = ∑0�i�mfm
i gxi+1=(i+1). Then (iii) and (7) imply that�Sm = xm =�Tm, and henceSm� Tm is a constant, by Lemma 23.3 (vi). Plugging inx = 0

yieldsSm = Tm. Using Exercise 23.7 (iv), we find

∑
1�k�m+1

�
m+1

k

�
Bm+1�k

m+1
xk = Sm = Tm = ∑

0�i�m

�
m
i

�
xi+1

i+1= ∑
0�i�m

1
i+1

�
m
i

�
∑

0�k�i+1

(�1)i+1�k

�
i+1

k

�
xk

= ∑
0�k�m+1

xk ∑
k�1�i�m+1

(�1)i+1�k

i+1

�
m
i

��
i+1

k

�;
and the claim follows by comparing coefficients.

23.9 (i) If we fix the number of women to bei 2 N , then there are
� r

i

�
possibil-

ities to choose the women and
� s

m�i

�
to choose the men, in total

∑
0�i�m

�r
i

�� s
m� i

�
possibilities. On the other hand, there are

� r+s
m

�
possibilities to choosem persons

out of r+ s many.

Modern Computer Algebra, JOACHIM VON ZUR GATHEN and JÜRGEN GERHARD, version 14 September 2003



106 Solutions to Chapter 23

(iii) If we write the binomial coefficient
� n

k

�
asn(n� 1) � � �(n� k + 1)=k! and

(formally) substitute indeterminatesx andy for r ands, respectively, in the differ-
ence of the two sides of (25), we get a polynomial

f = (x+ y)m

m!
� ∑

0�i�m

xiym�i

i!(m� i)! 2 Q [x;y℄
of total degree at mostm. Vandermonde’s convolution can now be restated as

f (r;s) = 0 for all r;s 2 N :
Lemma 6.44, applied tof andS = f1; : : : ;m+1g, then implies thatf is the zero
polynomial.

(iv) The binomial theorem follows from (iii) by multiplyingwith m!. The rising
factorials also satisfy a binomial theorem:

∑
0�i�m

�m
i

�
xiym�i = (x+ y)m:

This follows from the binomial theorem for the falling factorials by usingxi =(�1)i(�x)i.

23.10 (i) We have

xm+n = x(x�1) � � �(x�m+1)(x�m)(x�m�1) � � �(x�m�n+1)= xm(E�mx)(E�m(x�1)) � � �(E�m(x�n+1)) = xmE�mxn:
(ii) The definition reads

x�n = 1(x+n)n
= 1(x+1)n

= 1(x+1)(x+2) � � �(x+n) (30)

for all n 2 N .
To prove (26) for arbitrary integersm;n, we distinguish several cases. The case

m;n� 0 has been shown in (i). For example, ifn < 0 andm+n� 0, thenm > 0,
and hence

xm+n = x(x�1) � � �(x�m�n+1)= x(x�1) � � �(x�m�n+1)(x�m�n)(x�m�n�1) � � � (x�m+1)(x�m�n)(x�m�n�1) � � � (x�m+1)= xm(x�m+1)�n
= xm(x�m)n;

by (30). The proof for the other cases is similar.
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If m < 0, then�xm = 1(x+2) � � �(x�m)(x�m+1) � 1(x+1)(x+2) � � �(x�m)= (x+1)� (x�m+1)(x+1)(x+2) � � �(x�m)(x�m+1) = mxm�1:
23.11 (i) (n4�6n3+11n2+14n)=4; (ii) n2n�2n+1+2.

23.12 For a polynomialf 2 F [x℄, we have deg(� f )� degf �1, with equality if
f 62 F . Now

�� f
g

�= E f
Eg
� f

g
= E f �g� f �Eg

g �Eg
= � f �g� f ��g

g �Eg
:

Now the degree of the numerator of that expression is at most deg f +degg�1,
and the coefficient ofxdegf+degg�1 in it is lc( f ) lc(g)(degf �degg). Thus the de-
gree of the numerator is equal to degf + degg� 1 if and only if degf = degg,
or equivalently, deg� = 0, and the claim follows since the denominator has de-
gree 2degg. In particular, we have deg(��) = deg��1 6= �1 if deg� 6= 0, and
deg(��)< deg��1<�1 if deg�= 0.

23.13 (i) We haveD(��) = D(�(x + 1)� �(x)) = (D�)(x + 1)� (D�)(x) =�(D�), by the chain rule for the differential operator.

(ii) Assuming (i), we have

�	m(x) = �Dm ln� (x) = Dm� ln� (x) = Dm ln

�� (x+1)� (x) �
= Dm lnx = Dm�1x�1 = (�1)m�1(m�1)! x�m:

(iii) The partial fraction decomposition is 1=(x2+ax) = (1=x�1=(x+a))=a, and
hence � 1

x2+ax
= 1

a

��1
x
�� 1

x+a

�= 1
a
(	1(x)�	1(x+a))

= 1
a

D ln

� � (x)� (x+a)�=�1
a

D lnxa =�1
a

Dxa

xa
:

(In the 1999 edition, thisa was calledd.)

23.15 (i) (x(x+3);(x+3)2;1;x+3); (ii) (x;x+1;1;1;1;x+3).
23.16 We only have to verify property(F4) for ( f1; : : : ; fm). So we let 1� i �
j � m. If i� 2, then property(F4) for (g1; : : : ;gm�1) implies that

gcd( f
i�1
i ;E� j+1 f j) = gcd(gi�1

i�1;E� j+1g j�1) = 1:
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Now E� j+1 f j = E� j+1g j�1 divides f=g, by (14), andE fi dividesE( f1 � � � fm) =(E f )=g, and sincef=g and (E f )=g are coprime, so areE� j+1 f j andE fi. Thus
gcd(E f i

i ;E� j+1 f j) = 1, and applyingE�1 once shows that(F4) holds if i� 2. For
i = 1, we find thatE� j+1 f j j f=g andE f1 j (E f )=g, again gcd( f=g;(E f )=g) = 1
implies that gcd(E f1;E� j+1 f j) = 1, and hence also gcd( f1;E� j f j) = 1.

23.18 The term ratios are

(i)
(x2+4x+4)(x2+4x+3)(x2+4x+2)(x2+2x+1)(x2+2x)(x2+2x�1) ; (ii)

x+2
x+1

�22x+1;

(iii) (�1)2x+1(x+1) =�x�1.

Thus only (ii) is not hypergeometric; (i) is a polynomial.

23.20 Letg(k) = k2 = k(k�1). We know from Section 23.1 that

�g(k) = k3

3
= (k�2)

3
g(k): (31)

The term ratio is �(k) = g(k+1)
g(k) = k+1

k�1
:

We takea = x+1 andb = x�1. Step 1 of Algorithm 23.18 computes

R = resx(x+1;x+ y�1) = det

�
1 1
1 y�1

�= y�2;
and thusd = 2. In step 2, we have

H1 = gcd(E�1a;b) = gcd(x;x�1) = 1;
H2 = gcd(E�1a;Eb) = gcd(x;x) = x;

and henceV = H1
1H2

2 = x2 = x(x�1). (Algorithm 23.20 produces the same val-
ues.) Now (20) is(x+1)x2 �EU� (x�1)(x+1)2U = (x�1)x2(x+1)2;
or equivalently

EU�U = x(x�1); (32)

after dividing both sides by(x+1)x(x�1), which of course is nothing else than
our original problem, but we have now found that the denominator of � (from (15))
dividesV = x(x�1).

The following derivation refers to the 2003 edition only. For the determination
of degU , we haver = s = 1, t = x2� x, degr�1 = �1> �∞ = deg(s� r), andÆ= 0. Lemma 23.24 (i) implies that either degU = degt�m = 3 or degU = Æ= 0.
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The latter is impossible, and we make the ansatzU = U3x3+U2x2+U1x+U0 in
(32) and obtain

x2� x = (U3(x3+3x2+3x+1)+U2(x2+2x+1)+U1(x+1)+U0)�(U3x3+U2x2+U1x+U0)= 3U3x2+(3U3+2U2)x+(U3+U2+U1)x;
which leads—by comparing coefficients on both sides—to the system of linear
equations

1= 3U3; �1= 3U3+2U2; 0=U3+U2+U1:
The solutions areU3 = 1=3,U2 =�1, andU1 = 2=3, with arbitraryU02 F . Setting
U0 = 0, we haveU = (x3�3x2+2x)=3= x(x�1)(x�2)=3, and finally� =U=V =(x�2)=3, in accordance with (31).

23.21 This solution refers to the 2003 edition. The term ratio of the binomial
coefficient is�(x) = (�x+n)=(x+1), and we havea =�x+n andb = x+1. As
in the Example 23.27, Algorithms 23.20 and 23.18 yieldV = 1, since the resultant
R only changes sign. Equation (20) is(�x+n)EU� (x+1)U = x+1:
Lemma 23.24 implies that degU = degt�m = 0. LettingU =U0 2 F , we obtain

x+1= (�x+n)U0� (x+1)U0 = (�2x+n�1)U0;
which has no solutionU0 2 F sincen 6=�1. Thus�( n

x ) is not hypergeometric.

23.22 Only the first sum is hypergeometric, and we have��3x+1
x+1

�
2x
x

��= �2x
x

�:
23.23 This solution refers to the 2003 edition. Neither of the two sums is hyper-
geometric. The term ratio forg(x) = (�1)x( n

x )2 is �(x) =�(n�x)2=(x+1)2, and
hencea =�x2+2nx�n2 andb = x2�2x+1. The resultant

resx(a(x);b(x+ y)) = (y+n+1)4

has no nonnegative integer roots, and both Algorithms 23.20and 23.18 return
V = 1. Equation (20) is(�x2+2nx�n2)EU� (x2+2x+1)U = x2+2x+1:
Lemma 23.24 implies that degU = degt�m = 0. Comparing leading coefficients
givesU = �1=2, and comparing coefficients ofx yieldsU = 1

n�1. This is a con-
tradiction sincen� 1.
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If g(x) = ( n
x )2, then we again findV = 1, since the resultant does not change,

but now (20) is(x2�2nx+n2)EU� (x2+2x+1)U = x2+2x+1; (33)

andÆ = 2n+22 N . Thus either degU = degt�m = 1 or degU = Æ = 2n+2, by
Lemma 23.24 (i).

Assume first that degU = 2n+2. The unique nonzero monic solutionU� 2 F [x℄
of the corresponding homogeneous equation(x�n)2EU�� (x+1)2U� = 0

is U� = (xn+1)2. NowU� lc(U)U� is also a solution of the inhomogeneous equa-
tion (33) and has degree less than 2n+ 2, and Lemma 23.24 implies that it has
degree 1. Thus it is sufficient to look for a solution of degree1. This yields(x�n)2(U1(x+1)+U0)� (x+1)2(U1x+U0) = (x+1)2;
or equivalently, the linear system�(2n+1)U1 = 2; (n2�2n�1)U1�2(n+1)U0 = 2; n2U1+(n2�1)U0 = 1:
The first equation givesU1 =�n�1=2, from the second equation we obtainU0 =�1

2(n+1)=(2n+1), and the third equation yieldsU0 = (n+1)=(n�1)(2n+1).
The latter two are equal if and only ifn = �1, which is not the case, and hence
(33) has no solution.

23.24 (ii) The only root�(2n�1)=2 of R = resx(a(x);b(x+y)) is not integral.

(iii) The following derivation refers to the 2003 edition only. Equation (21) is

(x+1)2 �EU��x2+(2n+1)x+ (2n+1)2

4

�
U=�x2+(2n+1)x+ (2n+1)2

4

� ; (34)

and we haver = a ands = t = b. Moreover,

degr�1= 1= deg((2n�1)x+(4n2+4n�3)=4) = deg(s� r);Æ = 2n� 1 2 N , and Lemma 23.24 (i) says that either degU = degt �m = �1,
which is impossible, or degU = Æ = 2n�1� 0. (Thus the summation problem
has no solution ifn is an indeterminate.) The value ofÆ is exponentially large in
the size ofa andb, which is about log264 n words.
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(iv) In terms of the operatorL, (34) readsLU = b. If L f = 0 for some nonzero
f 2 Q [x℄, thena=b = f=E f , which is a contradiction sinceR has no integral roots,
and henceL is injective. By construction, we have deg(L f )� 1+degf , and even
deg(L f )� degf if deg f = 2n�1. ThusL maps the 2n-dimensional vector space
W � Q [x℄ of all polynomials of degree less than 2n to itself, and sinceL is injective
andW is finite-dimensional,L is also surjective onW . Finally, we have degb =
2< 2n, whenceb 2W , and there is a unique polynomialU 2W of degree 2n�1
such thatLU = b.
(v) For n = 6, we have∑0�k<m g(k) = U(m)g(m)�U(0)g(0) for all m 2 N ,

where

U = (4x2+44x+121)(4x+7)
281302875

(8388608x8+117440512x7+658767872x6+1881800704x5 +2862755840x4+2179846144x3 +648167040x2+504000x�496125):
23.26 Letg = gcd(r;t). Thenr �EU� s �U = t and gcd(r;s) = 1 imply thatg jU .
Writing U = gU�, we obtain the difference equation(r(Eg)=g) �EU��s �U�= t=g
for U�. Similarly, if g = gcd(s;t) > 1, theng j EU , and writingU = E�1gU�, we
obtain the difference equationr �EU�� (s(E�1g)=g) �U� = t=g for U�.
23.27 By Exercise 6.23, the roots off andg in C are absolutely at most 2B. By
the discussion preceding Example 23.22 on page 653 (in the 2003 edition), we
conclude that

d �maxfj���j: f (�) = 0= g(�)g � 4B:
Using Mignotte’s bound (Corollary 6.33) would lead to the slightly worse estimate
4(maxfdegf ;deggg+1)1=2B.

23.28 In the 1999 edition, there is a typo in the exercise; we have to require that
degg > 0 instead of degf > 0.
(i) We write�= f=g, with f ;g 2 F [x℄ coprime and degg > 0. Then��= g �E f � f �Eg

g �Eg
= u

v
;

whereu = (g �E f � f �Eg)=gcd(g;Eg) andv = (g �Eg)=gcd(g;Eg) = lcm(g;Eg)
are coprime. Letd = dis(�) and p 2 F [x℄ be an irreducible factor of gcd(g;Edg).
Then E p j Eg j v and E p j Ed+1g j Ed+1v, which shows that dis(��) � d + 1.
On the other hand, ifp is an irreducible factor of gcd(v;Ekv) for somek 2 N ,
then p j v j g �Eg and p j Ekv j Ekg �Ek+1g. Thus gcd(g;E lg) 6= 1 for somel 2fk�1;k;k+1g. In particular,k�1� l � d, which implies that dis(��)� d +1.
(ii) Since the difference of a polynomial is again a polynomial, � is not a poly-

nomial. But then (i) implies that 0= dis(x�m) = dis(�)�1��1, and this contra-
diction shows that no such� exists.
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23.31 We rewrite (21) as

r ��U� (s� r) �U = t

and compare the degrees and the top coefficients. Firstly, wehave

degt � maxfdeg(rU 0);deg((s� r)U)g� maxfdegr+degU�1;deg(s� r)+degUg= m+degU:
Let  2 F denote the coefficient ofxm+1 in r. Then the coefficient ofxm+degU in
rU 0 is  lc(U)degU , and the coefficient ofxm+degU in (s� r)U is Æ lc(U). Thus the
coefficient ofxm+degU in t is ( degU�Æ) lc(U), and degt < m+degU if and only
if this coefficient vanishes.

If degr�1< deg(s� r), then = 0 andÆ = lc(s� r) 6= 0, and hence degU =
degt�m. Otherwise, we have = lc(r) = 1. We conclude that degU � degt�m,
with strict inequality if and only if degr� 1� deg(s� r) and degU = Æ. This
proves (i), (ii), and (iii).

To show (iv), we assume thatU� 2 F [x℄ is another solution of (21). Then the
homogeneous equationr(U �U�)0� (s� r)(U�U�) = 0 holds for the difference
U�U�, and the claim follows from (iii).

Chapter 24

24.3 We first note thatkpk = 0 if k < s or k > n�w+s, and hence the summation
range on the left hand side in (6) may be replaced bys� k� n�w+s. Multiplying
both sides by( n

w)=s, we find that (6) is equivalent to

∑
s�k�n�w+s

�
k
s

��
n� k
w� s

�= n+1
w+1

�
n
w

�=� n+1
w+1

�: (30)

If n = w, then both sides of (30) are equal to 1. Now letn > w = s, and assume
that the claim has already been shown forn�1. Then

∑
s�k�n

�
k
s

��
n� k
s� s

� = �n
s

�+ ∑
s�k�n�1

�
k
s

��
n�1� k

s� s

�
= �n

s

�+� n
s+1

�= �n+1
s+1

�:
Thus (30) is true ifn = w or w = s. Now assume thatw > s, and that the claim has
already been shown forw�1 and arbitraryn � w�1. We have already seen that
it is true forn = w, and hence we may also assume thatn > w and that the claim
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holds forn�1 andw. Then

∑
s�k�n�w+s

�
k
s

��
n� k
w� s

�
= �n�w+ s

s

�+ ∑
s�k�n�w+s�1

�
k
s

���
n� k�1

w� s

�+� n� k�1
w� s�1

��
= ∑

s�k�n�1�w+s

�
k
s

��
n�1� k

w� s

�+ ∑
s�k�n�1�(w�1)+s

�
k
s

��
n�1� k
w�1� s

�
= � n

w+1

�+� n
w

�= � n+1
w+1

�:
24.4 (ii) Let I � f1; : : : ;ng be nonempty. If∑i2I �iai = 0, with all �i 2 F , then
the linearity of the inner product in the first argument implies that∑i2I �i(ai ?a j) =
0 for 1� j � n. Conversely, let∑i2I �i(ai ?a j) = v?a j = 0 for 1� j � n, where
v = ∑i2I �iai. Then alsov? v = ∑ j2I � j(v?a j) = 0, and hencev = 0. Thus theai

for i 2 I are linearly independent if and only if the rows ofG with index inI are.

24.5 (i) The projection ofA is f(u;v) 2 R 2:9w 2 R (u;v;w) 2 Ag. This set is
contained inB. For the reverse inclusion, we letu;v 2 [�1;1℄ such thatu+ v ��2=3. Thenu;v � 1=3, and if we letw = �1� (u+ v), we find�1=3� w � 1,
u+w =�1� v��2=3, andv+w =�1�u��2=3. Thus(u;v;w) 2 A.

(ii) The roots of the polynomial 9u2+6u�23 are(�1+2
p

6)=3� 1:29965 and(�1�2
p

6)=3� �1:96633, and hence 9u2+6u�23= 0 comprises two parallel
vertical lines enclosing, but not intersecting,B.

Modern Computer Algebra, JOACHIM VON ZUR GATHEN and JÜRGEN GERHARD, version 14 September 2003


